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Abstract
When a disaster occurs, a huge amount of inconsistent victim or damage information data is received by many different 
sources. Disaster management systems achieve the completion of a significantly vital task, which is to reduce the number of 
victims or amount of damage caused by a disaster, with real-time information monitoring infrastructure. A fundamental role 
of these systems that could help rescue teams is to make a quick and accurate decision about the region that will be affected 
by the disaster and the possible effects of the tragedy. Employing IoT solutions in these systems provides the possibility of 
rapidly and precisely orienting rescue teams to be dispatched to the disaster area and also quickly receive specific information 
about the effects of the disaster. To achieve this purpose, we present a post-disaster framework using the IoT communication 
technologies for disaster management based on the proposed crowd sensing clustering algorithm in this paper. The proposed 
framework provides information about the damage status of buildings with crowd density data along with efficient real-time 
data collection, data aggregation, and the process of monitoring dissemination stages. This framework realizes clustering 
of resident density by using the cellular networks and Wi-Fi connections and calculating the damage status of buildings 
through the designed and specifically implemented IoT unit data. Furthermore, it employs a fuzzy logic-based decision sup-
port system to manage the resources. The proposed framework, on real base stations and access points dataset, has shown 
significant results for identifying crowd densities with the highlighting status of buildings in the disaster area.

Keywords Cellular and Wi-Fi networks · Fuzzy logic · Clustering · Crowd sensing · Disaster management · Internet of 
things (IoT) · Online monitoring

Abbreviations
API  Application programming interface
SAR  Search and rescue
IoT  Internet of things
IDE  Integrated development environment

MQTT  Message queue telemetry transport
RFID  Radio frequency identification
Wi-Fi  Wireless fidelity
BS  Base station
AP  Access point
GPRS  General packet radio
GSM  Global system for mobile communication
3G  Third generation
4G  Fourth generation
HDFS  Hadoop distributed file system
TCP/IP  Transmission control protocol/internet 

protocol
CSS  Cascading style sheets
HTML5  Hypertext markup language 5
SENDROM  Sensor networks for disaster relief opera-

tions management
JDK  Java development kit
QoS  Quality of service

List of symbols
a  Acceleration
v  Velocity
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s  Distance
SA  Static acceleration vector length
ax  The latitude component of the static accel-

eration vector
ay  The longitude component of the static 

acceleration vector
az  The altitude component of the static accel-

eration vector
DA  Dynamic acceleration vector length
bx  The latitude component of the dynamic 

acceleration vector
by  The longitude component of the dynamic 

acceleration vector
bz  The altitude component of the dynamic 

acceleration vector
G  Gravity
VA  Vertical acceleration vector length
�  Angle of rotation of the building
�y  The x-axis angle of rotation vector of the 

IoT-unit
�y  The y-axis angle of rotation vector of the 

IoT-unit
�z  The z-axis angle of rotation vector of the 

IoT-unit
DBS  The base station data set
DWF  The access point data set
PN  The subscriber’s phone number
�BS  The base station’s latitude
�BS  The base station’s longitude
tBS  The subscriber connection time to the BS
ΔtBS  The duration time of the subscriber
MAC  The user’s MAC number
�WF  The access point’s latitude
�WF  The access point’s longitude
tWF  The user connection time to the AP
ΔtWF  The duration time of the user
dBS  The distance between the two BSs
dWF  The distance between the two APs
Re  The radius of the equator
Rp  The radius to the north pole
�c  The latitude of the cluster center
�c  The longitude of the cluster center
ΔTBS  Time difference between two base station 

data
ΔTWF  Time difference between two base station 

data
user_nc  The number of smart phone users attained 

to the BS
TBSMAX

  The subscriber duration time threshold for 
the BS

TWFMAX
  The user duration time threshold for the AP

1 Introduction

Natural or non-natural disasters can cause the loss of 
human life, as well as destruction and damage to the 
affected economy, infrastructure, and transportation sys-
tems. After a disaster, search and rescue (SAR) operations 
are carried out by public or private organizations. When a 
disaster occurs, SAR teams try to reach the disaster area 
as soon as possible. Moreover, the efficient use of limited 
resources during a disaster is very significant. Disaster 
management carries out the organization and management 
of resources, including SAR teams and equipment. In other 
words, disaster management systems conduct the SAR pro-
cesses. Consequently, efficient disaster management sys-
tems reduce the number of victims and the damage from 
disasters (Sharma and Sharma 2016; Sakhardande et al. 
2016; Fersini et al. 2017).

Internet of things (IoT) solutions—which have wide-
spread usage areas, such as smart home applications, smart 
cities, healthcare, and remote monitoring—aim to increase 
the quality of life (Hsu and Lin 2018; Tokognon et al. 2017; 
Mahmud et al. 2017). Generally, IoT is a global network of 
smart devices and hardware that communicates using vari-
ous protocols and has sensing capabilities. Nowadays, IoT-
based technologies, including radio frequency identification 
(RFID), Wi-Fi, wireless sensor networks, and mobile phone 
systems are a source of a massive amount of data, and this 
data can be used for many problems (Inoue et al. 2014; Kim 
et al. 2015; Alphonsa and Ravi 2016; Zafar and Afzaal 2017; 
Durresi et al. 2019). In recent years, these technologies have 
been used in disaster management systems (Atzori et al. 
2010; Zanella et al. 2014; Al-Fuqaha et al. 2015).

The impacts of disasters can be reduced by employing 
efficient disaster management systems equipped with IoT 
technologies (Kamruzzaman et al. 2017). In a disaster case, 
applying IoT technologies provides many advantages. First, 
IoT provides disaster management systems with fast, accu-
rate knowledge about the effects of a disaster on a region. 
Second, this kind of system offers adequate management and 
scheduling of resources, such as rescue personnel, equip-
ment, and vehicles. Another advantage is the realistic risk 
assessment (Spalazzi et al. 2014; Kamruzzaman et al. 2017). 
Therefore, employing IoT technologies facilitates the process 
of disaster management (Sakhardande et al. 2016). However, 
the application of IoT-based post-disaster management solu-
tions is still an unknown subject area at this time (Ray et al. 
2017). Accurate determination of the number of people in 
a disaster with position information is the most important 
problem for the disaster management systems. Therefore, the 
use of IoT technologies for crowd sensing can reduce system 
cost and provide timely delivery with the required resource 
(Liu et al. 2018; Sharma et al. 2018).
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The most critical data for the disaster management sys-
tems is the crowd density, which is provided with the loca-
tion information (Sharma et al. 2018). This density can be 
obtained with different sensors and technologies (Fersini 
et al. 2017). The connection information of the smart devices 
is one of the solutions that can provide a data flow for these 
systems. This connection information generates a huge 
amount of real-time data. In order to effectively extract and 
organize from the huge amount of data available in the data 
networks, we need to design and implement several efficient 
data stream, computational and monitoring techniques able 
to deal with unstructured nature of the user-generated mobil-
ity information. The main challenge is, therefore, to real-
ize of the hardware that can provide real-time information 
for specific region, design the clustering algorithm that can 
effectively determine the specific disaster region and provide 
the decision support mechanisms that can quickly support 
the SAR teams. The alarm which is included the potentially 
critical region information for a disaster case should be com-
municated to the SAR teams with real-time crowd density 
related to the building status information in order to speed 
up the decision-making process. As a result of the effective 
determination of crowd density and building status informa-
tion, it is ensured that SAR teams perform their complex 
tasks effectively.

The primary objective of this proposed study is to design 
and implement a disaster framework based on IoT technolo-
gies. Before a disaster occurs, the cellular network subscrib-
ers and Wi-Fi users enter the communication range of the 
base station and access points of a specific region, and the 
proposed framework captures the connection data from BSs 
and APs. It has two main components. On the other hand, 
the implemented IoT-unit broadcasts the buildings accelera-
tion and gyroscope data using cellular or Wi-Fi communica-
tion technologies; then, the proposed framework records the 
status of the building in real-time. When a disaster occurs, 
the IoT units detect each building status using building dam-
age procedure to inform the framework. Then, the proposed 
framework run resident density clustering mechanism to 
determine resident density in the specified region. So that 
SAR teams efficiently manage the disaster recovery pro-
gress. We present two main components in this paper to 
manage the disaster among the IoT unit, the cellular network, 
and the Wi-Fi network. First, a designed and implemented 
IoT unit consists of sensors, communication units, micro-
controllers, etc., and is deployed on critical structures, such 
as hospitals, public buildings, dams, bridges, and viaducts. 
Its primary task is to collect data on the status of the struc-
ture on which it is deployed and send the collected data to 
the cloud. To connect to the cloud, the IoT unit employs a 
message queue telemetry transport (MQTT) protocol as an 
IoT connectivity protocol (Al-Fuqaha et al. 2015). MQTT is 
a commonly used lightweight publish/subscribe messaging 

transport protocol that has efficient features compared with 
other IoT connectivity protocols. Second, the IoT analysis 
platform enables to conduct of the disaster framework. This 
platform performs several functions, including aggregating 
data, analyzing and monitoring the data collected from the 
disaster area through the IoT technologies. To this end, the 
IoT analysis platform consists of four key components: (1) 
calculations of building damage status, using data received 
from IoT units; (2) a resident density clustering mechanism 
for the disaster region, developed through IoT technologies, 
such as mobile phone records and Wi-Fi connections; (3) a 
decision support system based on fuzzy logic, considering 
building damage status and resident density data in order 
to manage resources efficiently; and (4) a user interface. 
Therefore, the platform provides information about disas-
ter areas for users. We implement a disaster management 
framework that collects data connection and building status 
and analyzes them using Apache Kafka and Apache Spark 
Streaming in conjunction with Hadoop in order to address 
the database limitations. Also, this framework monitors the 
resident densities with the status of building using ESRI 
geospatial cloud (ArcGIS Online 2019).

1.1  Contributions

The contributions of this paper are as follows:

• Propose and implement a post-disaster management 
framework for disaster recovery when allocating tasks 
to SAR teams.

• Present an efficient hierarchical clustering technique 
based on IoT technologies which are the cellular and 
Wi-Fi networks so that SAR teams and their resources 
are efficiently managed to prevent resource overload, in 
accordance with the information obtained from the IoT 
unit, including building damage levels and number of 
residents.

• Define how disaster management systems can be used 
to exploit IoT based technologies for IoT based effective 
crowd sensing in location-specific areas and for support-
ing information exchange about structural damage.

• Implement the IoT unit for the proposed disaster frame-
work.

• Use the fuzzy logic-based decision support system for 
the proposed disaster framework.

• Propose efficient disaster management framework design 
with environmental setup for IoT based crowd sensing.

• Demonstrate simulation-based experiments showing per-
formance in terms of resident density population statis-
tics.

Disaster management systems need different require-
ments, such as fast response, a lifetime network, 
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interoperability, ease of use, equipment cost, and network 
coverage or infrastructure. The proposed framework focuses 
on the prediction and monitoring phases of post-disaster 
management systems. Therefore, setting up a communica-
tion infrastructure after the disaster is out of the scope of 
this manuscript.

The basic organization of the paper is as follows: Sect. 2 
introduces some background and related works about dis-
aster management with IoT technologies. The details of the 
proposed disaster management system are introduced in 
Sect. 3. And the example scenario case for evaluation of the 
proposed disaster framework is presented in Sect. 4. Finally, 
Sect. 5 is the conclusion of the realized study.

2  Related work

This section covers the relevant studies on disaster manage-
ment based on IoT technologies. Many studies have been 
proposed on IoT-based disaster management in the literature 
to reduce disaster effect. These systems use different com-
munication technologies including cellular, non-cellular, 
bluetooth, etc., focus on different disaster events such as an 
earthquake, flood, landslide, etc., and employ various sen-
sors. Consequently, there is no general model or a bench-
mark for performance assessment due to the ranges of the 
disaster management system are so versatile. Therefore, 
we present a comparison of disaster management studies 
regarding IoT technology, feature, motivation, application 
area, classification, performance evaluation, and method in 
Table 1. According to this comparison, most of these studies 
have focused on building the communication infrastructure 
for disaster moment and post-disaster. Besides, post-disaster 
studies require the installation of an additional hardware unit 
to the building or structure. However, the proposed frame-
work offers a flexible architecture that can be implemented 
for the post-disaster organization with the existing cellular 
and Wi-Fi network infrastructure without creating any addi-
tional hardware overhead.

Sakhardande et al. (2016) present a system of interworked 
smart modules to use IoT technologies in disaster manage-
ment systems and smart city monitoring applications. Arduino 
based smart modules communicate with each other and with 
the central monitoring system through Wi-Fi. An IoT based 
early warning system for crisis management in case of natural 
disasters such as earthquakes, tsunami, and so on is introduced 
(Poslad et al. 2015). In another study, an overview of disaster 
management project using wireless sensor networks is pre-
sented (Benkhelifa et al. 2014). Notably, this study emphasizes 
the importance of collecting and sharing data about the dis-
aster. Bhosle and Gavhane (2016) propose a disaster manage-
ment system model using a wireless sensor network in the 
forest. When a sensor node deployed in the forest senses a 

blazing case, it sends to sink node this information via wireless 
links. They do not implement any physical application in their 
work (Bhosle and Gavhane 2016). Authors in Kamruzzaman 
et al. (2017) proposes an IoT-based communication frame-
work as an alternative to the cellular network for post-disaster 
management. Authors in Vojtech et al. (2015) have used RFID 
technology and developed RFID localization system to the 
control of the disaster. Active RFID IoT units are included in 
triage tags that are fastened to all casualties during the first step 
of rescue teams with a mobile terminal in their maps. Resilient 
disaster information gathering and urban crowd mobility pre-
diction mechanisms based on the edge computing paradigm 
are described for building safety and smart cities resistant to 
disasters in Higashino et al. (2017). In particular, the predic-
tion of the probability of the flood in a river basin is achieved 
based on IoT technologies and machine learning methods 
(Ghumman et al. 2004). The prediction system compromises 
a network connection using ZigBee for the sensed information 
and a general packet radio service (GPRS) module to transmit 
this information. The artificial neural network model used this 
information to predict the flood probability. Authors in Cao 
et al. (2016) point out some complications such as the traffic 
management, security of the child, and energy management 
of existing implementations indicated that emerging IoT tech-
nologies could assist in overcoming these complications and 
proposed specific IoT services as solutions. Cayirci and Coplu 
(2007) presented a new architecture namely sensor networks 
for disaster relief operations management (SENDROM) based 
on sensor network to manage rescue operations in the case of 
a disaster such as an earthquake. SENDROM has two type 
sensor nodes including a sensor node and the central node. 
Sensor nodes are randomly deployed to the disaster region 
and provide information about living people in the disaster 
area. Primary nodes gather data from sensor nodes and deliver 
obtained data to disaster management system database.

Nevertheless, these studies aim to manage different type of 
disasters with some useful IoT techniques. Our proposed dis-
aster management system has several significant advantages. 
One is that it obtains fast and accurate information from the 
disaster area due to employing IoT technologies. Another one 
is it includes multiple IoT-based technologies such as IoT-unit, 
mobile phone records, Wi-Fi connections. The third advantage 
is the decision support system that contributes to making the 
right and fast decisions for disaster management system users.

3  The proposed disaster management 
system

3.1  System overview

The illustration of the proposed system architecture is 
shown in Fig. 1. The proposed disaster framework using 
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IoT technologies consists of two tiers: (1) IoT-unit and (2) 
IoT-analysis platform that processes the obtained data by 
using IoT technologies.

IoT is a network system that consists of things that have 
sensing, communication, addressing, and data processing 
capabilities. IoT-unit includes sensors, communication 
units, and microcontroller. They connect to the internet or 
cloud using an IoT communication protocol. Primarily, our 
study focuses on disasters including earthquake, building 

destruction, etc. Therefore, we assume that IoT-units are 
deployed on different structures including public building, 
dam, bridge, etc. IoT-units track status of the constructions 
in which they are placed and send sensed data to the IoT-
analysis platform through an IoT communication protocol. 
We use the MQTT protocol that is a lightweight publish/
subscribe messaging transport protocol for the communi-
cation between IoT-units and IoT-analysis platform.

Table 1  Comparison of various techniques for disaster mitigation system with the proposed framework

Article IoT technology Feature Motivation Application Class Perfor-
mance 
evolution

Method

Inoue et al. 2014 Wi-Fi, Ethernet, 
FWA, Satellite

Bypass networks To maintain 
communica-
tions after a 
disaster

Earthquake Natural disaster 
management

No Disaster miti-
gation

Kim et al. 2015 BLE, 3G/LTE Monitoring gas 
facilities

To produce deci-
sion support 
and damage 
prediction rate

Volcanic Natural disaster 
management

No Prediction

Alphonsa and 
Ravi 2016

WSN Zigbee To measure and 
warn people

Earthquake Natural disaster 
management

Yes Prediction

Manaffam and 
Jabalameli 
2016

RFID Clustering To communicate 
with nearby 
things

Localization Natural disaster 
management

Yes Prediction

Ahmed and 
Morita 2017

N/A Statistic based To identify 
correlations 
between the 
emergency 
response and 
population 
density

Earthquake Post disaster 
management

Yes Management

Wu et al. 2011 RFID Management
information 

system

To accomplish 
the man-
agement, 
scheduling, 
and tracking of 
resources

Earthquake Natural disaster 
management

No Management

Zafar and Afzaal 
2017

WSN Mathematical 
approach

To correspond 
store, process 
and transmit 
the information 
with the graph-
based model

Earthquake Post disaster 
management

No Disaster miti-
gation/man-
agement

Kamruzzaman 
et al. 2017

Wi-Fi, Cellular 
networks, BLE

Framework To provide an 
insight into the 
existing IoT-
based work and 
maintain com-
munications

Earthquake, 
Flood,

Tsunami

Post disaster 
management

No Management

Proposed Frame-
work

Wi-Fi, Cellular 
networks

Crowdsensing 
and clustering

To realize the 
management 
of the rescue 
teams and 
tracing of 
resources

Earthquake Post disaster 
management

Yes Prediction
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IoT-analysis platform is the most crucial part of the 
proposed disaster management system. The platform aims 
effective disaster management. To this end, it has a decision 
support mechanism based on fuzzy logic. The platform per-
forms many tasks. Firstly, it records, monitors, and analyzes 
the received data from IoT-units and other IoT technolo-
gies on disaster area. Also, we assume that the IoT-analysis 
platform uses data from many different IoT-based systems 
including mobile phone records, Wi-Fi connections, etc. 
By considering the collected data from IoT-based systems, 
the IoT-analysis platform performs clustering, determining 
damage status via IoT-unit data, organization, and manage-
ment of resource including SAR team’s, equipment, etc., 
in case of disaster. The simplified state machines of the 
proposed disaster framework are distinctly given in Fig. 2. 
The proposed framework is divided into two parts in the 
state machine diagram. According to this; IoT-unit can be 
found in four different states such as idle, read IoT-unit sta-
tus data, read accelerometer data, and send data. While idle 
is unforced state, the others are forced state. IoT-analysis 
platform consists of five different states which are idle, col-
lect and store user density, perform preprocessing, clustering 
engine for disaster area, run decision support system, and 
monitor the population and the IoT-unit. Here idle and per-
form preprocessing are unforced state, the others are forced 
state. These two separated parts of the state machine dia-
gram are connected with send data and clustering engine for 
disaster area states. To decrease the energy consumption of 
IoT-unit, sensed data is sent to IoT-analysis platform when 
data change has been detected.

3.2  IoT unit

Figure 3 shows the block diagram of the designed IoT-
unit. IoT-unit consists of an embedded system having a 

microcontroller (e.g., Arduino, Raspberry Pi), a wireless 
communication unit (optionally Wi-Fi, ESP8266, GSM/
GPRS, 3G, 4G etc.), a sensor unit including an acceler-
ometer, barometer, gyro, etc. (e.g., ADXL 345, BMP180), 
and battery. Sensor unit senses the status of the deployment 
building such as direction and distance destruction of con-
structions etc., and transmits the sensed data to IoT-analysis 
platform through IoT connectivity protocol. The wireless 
unit enables communication between IoT-unit and IoT-anal-
ysis platform.

MQTT, one of the most popular IoT connectivity proto-
cols is used. MQTT is an extremely lightweight messaging 
protocol for IoT devices that can operate with a constrained 
resource such as low bandwidth links, memory, processing 
capability, etc. MQTT has been employed in various fields 
including smart city, energy monitoring, healthcare, and so 
on. In 1999, MQTT was developed by Dr. Andy Standford-
Clark of IBM and Arlen Nipper of Arcom (Al-Fuqaha et al. 
2015). It was standardized in 2013 at OASIS-MQTT proto-
col has two significant specifications including MQTT v.3.1 
and MQTT-SN (Bhosle and Gavhane 2016; MQTT 2019; 
ISO/IEC20922:2016 2016).

MQTT protocol is built on TCP/IP protocol, and it ena-
bles IoT devices to connect to the internet (cloud). MQTT 
is a Client–Server publish/subscribe messaging protocol. 
MQTT is comprised of three components: (1) publisher, (2) 
subscriber and (3) a broker as seen in Fig. 4. The publisher 
is a data generator and the source of data. The purpose of an 
IoT device as a publisher is to send sensed/generated data 
to subscribers. The data consist of two components named 
message and topic. Subscribers that are the consumer of the 
data receive published data to process and analyze. MQTT 
broker carries out the distribution of the data according to 
the topic between publisher and subscribers. In other words, 
MQTT broker/server stores, filters and forwards the data 

Fig. 1  The proposed frame-
work architecture based on IoT 
technologies
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IdleAfter Framework 
Launch

Read IoT-
unit status 

data

Read Accel. 
data

Send 
data

Time=>24h Or 
Accel. data is 

updated

If �me interrupt is OK

If Accel. interrupt is 
OK IoT-U

nit

IdleA�er Framework 
Launch

Collect and 
store user 

density 

Perform 
preprocessing

Monitor the 
popula�on 

and the IoT-
unit status

If �me interrupt is OK

Density data received

Clustering 
Engine for 

disaster area

Run Decision 
support 
system  

IoT-A
nalysis Platform

If preprocessing is OK

If preprocessing is 
failure

User density data from 
Cellular Wi-Fi networks 

Abbrevia�ons: 
1-Accel: Accelerometer

Fig. 2  Simplified state machines of the proposed framework

Fig. 3  Block diagram of the 
designed IoT-unit components
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from the publisher client to the subscriber clients. Also, 
MQTT supports three levels of quality of service (QoS) 
to deliver a message (Al-Fuqaha et al. 2015; Bhosle and 
Gavhane 2016; Tantitharanukul et al. 2016; MQTT 2019). 
In this study, the publisher is the implemented IoT Unit. The 
subscriber is IoT-analysis platform. The Mosquito that is an 
open source message broker is used as MQTT broker.

3.3  IoT analysis platform

IoT-analysis platform carries out analysis, visualization, 
and monitoring of the received data from IoT-units. In other 
words, this platform is the user interface of the disaster man-
agement system.

In the development process of the IoT-analysis platform, 
HTML5, Javascript, CSS, Google Map, and Firebase tech-
nologies have been utilized. Google Map can be easily added 
to the project using the API-KEY. Also, this map enables 
many features including a specific area selection, coloring, 
etc. Firebase is a popular cloud-based platform developed 
by Google for mobile and web-based applications. Firebase 
stores and synchronizes data in real-time between users and 
devices using a NoSQL database.

The whole IoT-analysis platform is composed of the 
building damage procedure block, the resident density clus-
tering block, the decision support system block, and user 
interface. The first block of the platform determines the 
building damage level. All of the designed IoT units can be 
users of the damage procedure block. As a bridge between 
other IoT technologies (cellular networks and Wi-Fi) and 
the decision support system, the resident density cluster-
ing block plays two critical roles in the platform. One is to 
act as a database to provide IoT based disaster management 
for enabling sufficient interactivity. Another function of this 
block is to serve as a computer to implement clustering on 
this database using mobile phone records and Wi-Fi connec-
tions. The third block, decision support system, is based on a 
fuzzy logic mechanism to manage resources efficiently. This 
block uses building damage status and resident density clus-
tering outputs as the inputs. The last block of the platform 
is the user interface to see the desired map with the dam-
age situation in the disaster area. When a disaster occurs, 

firstly, the disaster area is displayed roughly and colored on 
the map. Then, detailed damage information can be reached 
by zooming the colored region. Figure 5 shows localization 
of damaged buildings and its damage information without 
resident density.

3.3.1  Building damage procedure

Sensor tier of the IoT-unit obtains structural measure in 
deployment building. Sensor unit senses status of the deploy-
ment building such as direction and distance destruction of 
building etc. This measure is utilized to calculate building 
damage procedure (Bayilmis et al. 2015; Sevin et al. 2016). 
For example, the acceleration data figure out the variation 
of the velocity. In other words, the data is the displacement 
of acceleration in concerning time. Thus, the position of a 
building can be estimated because of the initial status of 
the structure is known. If distance as a function of time is 
assumed ( s(t) ), velocity and acceleration can be formulated 
as follows;

where a(t) and v(t) are acceleration and velocity as a function 
of time, respectively. We have used ׳ for the derivative with 
respect to time.

ADXL345 used in IoT-unit has three-axis accelerom-
eter with high resolution. The accelerometer measures the 
static and dynamic acceleration of gravity. We utilized both 
acceleration data to calculate the building damage status. 
Because static acceleration is used in tilt-sensing applica-
tions and dynamic acceleration is utilized in motion-sensing 
applications. Total static acceleration vector length ( SA ) is 
computed by IoT-unit as follows:

where ax , ay , and az are the three components of the static 
acceleration vector of gravity ( ⃗a).

Similarly, total dynamic acceleration vector length ( DA ) 
is calculated as follows:

where b⃗ =
(

bxbybz
)

 is the dynamic acceleration vector of 
gravity of the three axes.

To calculate the destruction distance of the building, 
we obtain vertical acceleration by total static and dynamic 
acceleration vectors as follows:

where G represents the gravity.

(1)a(t) = v�(t) = s��(t)

(2)SA =

√

(

ax
)2

+
(

ay
)2

+
(

az
)2

(3)DA =

√

(

bx
)2

+
(

by
)2

+
(

bz
)2

(4)VA =

√

(SA)2 − (DA)2 − (G)2
/

2G

Publishers
(Source) Broker

Subscriber
(Sink)

publish (topic,data)

subscribe (topic)

publish (topic,data)

Fig. 4  The communication between the MQTT components
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In addition, we obtain the angle of rotation of the building 
using gyroscope data as follows:

where 𝜗 =
(

𝜗x𝜗y𝜗z
)

 is the angle of rotation vector of the 
IoT-unit.

3.3.2  Resident density clustering

Resident density information is the crucial data to route the 
rescue teams. We use the clustering algorithm to analyze 
this density information (Guo et al. 2016). Different from 
Guo et al. (2016), smartphones can be connected to the 
base stations (BS) built in the cities and Wi-Fi access points 
(AP) placed in the buildings. We consider both BS and AP 
connection data set for clustering. This connection data set 
is used as the input of our disaster management platform. 
These data are described as:

where PNi is the i-th subscriber’s phone number, �BS
i

 and �BS
i

 
are the BS’s latitude and longitude, tBS

i
 is the subscriber con-

nection time to the BS, ΔtBS
i

 : the duration time of the PNi for 
the connection information of the BS. MACj is the j-th user’s 
MAC number, �WF

j
 and �WF

j
 are the AP’s latitude and longi-

(5)� =

√

(

�x
)2

+
(

�y
)2

+
(

�z
)2

DBS
i

=
{

PNi,�
BS
i
, �BS

i
, tBS
i
,ΔtBS

i

}

(6)DWF
j

=

{

MACj,�
WF
j

, �WF
j

, tWF
j

,ΔtWF
j

}

tude, tWF
j

 is the user connection time to the access point, and 
ΔtWF

j
 is the duration time of the MACj.

Connection dataset handled by BS and AP connection is 
irregular and formless, and the connection period data of a 
smartphone attained to a BS or AP is not contained. So it is 
necessary to implement some preliminary processing on this 
data set. Initial processing consists of discarding of irrele-
vant data, deleting of Handover effect, detecting or correc-
tion of connection time of users with BS or AP, etc. Hando-
ver is eliminated by considering two data sets DBS

i
 and DBS

i+1
 

or DWF
j

 and DWF
j+1

 for a smart phone’s attained to the BS or 
the AP, respectively. The first step in eliminating Handover 
is to find the gap between the BSs to which the user is com-
municating. The distance between the BSs is calculated as 
follows (Ranacher et al. 2015):

where Re is the radius of the equator, Rp : the radius to the 
north pole. Similarly, the distance between the two access 
points is computed as follows:

Afterward the investigation of the BS and AP connection 
data and the communication range of them, it is found that 

(7)
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Fig. 5  The position of the buildings in a disaster area and its damage information



 K. Kucuk et al.

1 3

when the tuning parameters of TBSMAX
 and TWFMAX

 are half an 
hour and 5 min produce the best result, respectively. We 
have two rules to eliminate Handover effect for BS or AP 
as follows:

where ΔTBS is a time difference between two BS data, ΔTWF 
is a time difference between two AP data.

Another important parameter is the duration of connec-
tion time. The time difference can be determined two folds: 
(1) a smartphone user is not mobile and re-connecting to the 
same BS within 30 min, (2) a smartphone user is not mobile 
re-connecting to the same AP within 5 min. So this preproc-
essing step corrected by (9) and (10) with a user data from 
BS or AP, then we set DBS

i
 or DWF

j
 as ith or jth latitude, 

longitude, Δt is computed with t2 − t1 + Δt2 and all the data 
including DBS

i+1
 or DWF

j+1
 between DBS

i
 or DWF

j
 and DBS

i+1
 or DWF

j+1
 

is erased. As a result of the above operations, the Handover 
effect ceases to exist.

High-density population areas of the city or building are 
discovered by the hierarchical clustering technique (Guo 
et al. 2016). The decision criterion of the population den-
sity is made by the number of connections to the BSs or 
APs of the users in the given area. The higher number of 
connections generally points to a much denser population. 
In this framework, the high-density population regions are 
explored by clustering to manage a disaster. Clustering pro-
cess includes both the number of BSs and APs and the num-
ber of smartphones attained to the BSs and APs. Ideally, the 
BS and AP are connected to phones that have greater weight 
during clustering. For each known BS and AP, the number 
of users on a daily basis is determined.

The number of connected users is taken into account as a 
weight for the clustering process. Before this process begins, 
a weighted center point is adjusted for each cluster. Both 
clusters at the shortest gap are combined into a cluster at 
each process. The distance between the centers of the two 
cluster is used to denote the distance between the two clus-
ters as the following equations: 

(9)dBS ≤ 5km or dWF
≤ 100 m

(10)ΔTBS < TBSMAX
or ΔTWF < TWFMAX

(11)�c =

(

user_n1
)(

�1
c

)

+
(

user_n2
)(

�2
c

)

user_n1 + user_n2

(12)�c =

(

user_n1
)(

�1
c

)

+
(

user_n2
)(

�2
c

)

user_n1 + user_n2

(13)user_nc = user_n1 + user_n2

where user_nc : the number of smart phone users attained to 
the BS, �c and �c represent the latitude and longitude of the 
cluster center, respectively,

First, each BS or AP is set as a cluster. For this reason, 
the center point of each cluster is the coordinates of a BS 
or an AP and the weight value is taken as 1. Two clusters 
are then combined with the shortest distance. This process 
continues until the threshold distance has been met and then 
the aggregation has been completed.

The processing and data storage is made in parallel with a 
set of computers because every smartphone or Wi-Fi user is 
evaluated separately. Therefore, Apache Spark and Hadoop 
Distributed File System (HDFS) is assessed in the proposed 
disaster management system. Apache Spark is a quick and 
common engine for large-scale data processing (Ivannikova 
2017). Spark runs on top of existing HDFS infrastructure 
to supply advanced and additional properties. HDFS is 
employed to store all the BS and AP connection data. These 
data are examined and processed by Apache Spark (Apache 
2019). We also used analytic Python packages Anaconda 
included several open source development environments. 
Also, JDK 8 development environment is used with HDFS 
and Apache Spark.

3.3.3  Fuzzy logic based decision support system

The main aim of the disaster management system is to 
manage rescue sources fairly and more efficiently. We used 
fuzzy logic as a decision support system since it is one of the 
commonly used methods in disaster management systems in 
the literature (Chen et al. 2011; Zlateva et al. 2011; Zlateva 
and Velev 2013). For this purpose, the proposed disaster 
framework has a fuzzy based decision support system shown 
in Fig. 6. This system decides the usage of rescue sources 
according to structural measures including direction and 
distance destruction of a building and the resident density 
information in the disaster area.

Fuzzy logic based decision system consists of three main 
parts: Fuzzifier, Fuzzy Inference, and Defuzzifier. Fuzzi-
fier converts structural measures belong to status data of 
building and resident density information into the fuzzy set. 
The fuzzy set comprises linguistic variables with appropri-
ate membership functions (Çalhan and Çeken 2010). Also, 
fuzzy rules consist of these linguistic variables.

Fig. 6  Block diagram of the proposed fuzzy logic based decision part 
of the disaster framework



Crowd sensing aware disaster framework design with IoT technologies  

1 3

Figure 7 shows fuzzy membership functions, respectively. 
Types of membership functions have been selected as Trimf 
and Trapmf. These types are appropriate for input and out-
put value in this study. In addition, Trimf and Trapmf have 
better performance for real-time applications. There are two 
input and one output in this system. Input values are resi-
dent density information and structural measure including 
direction and distance destruction of the building. Resident 
density information in the disaster area has three member-
ship functions: few, medium, and much. Similarly, other 
input structural measure has three membership functions: 
low, medium, and high. Also, output has three membership 
functions including insignificant, medium, and significant. 
The environmental diagram is shown in Fig. 8 for the pro-
posed disaster framework. This environment diagram aims 
to show the real-time data analyzes the process to post dis-
aster management system briefly. Data of the proposed dis-
aster framework is stored on Hadoop. Apache Kafka is used 
message distributor between the employed IoT technologies 
including IoT units, cellular and Wi-Fi connection data, and 
IoT analysis platform. Apache Spark Streaming provides 
big data analysis tools on streaming data. Fuzzy logic based 
decision mechanism works on Spark. The framework visual-
izes the results using the ESRI APIs.

4  The performance utilizing of the designed 
framework

In this section, we report our evaluation results using large-
scale, real-world residential densities to verify the effective-
ness of our proposed framework, which was designed for 
managing resources in disasters and for search-and-rescue 
teams. We have realized the application of the developed 
disaster framework in an example scenario. In general, it is 
inconvenient and costly to determine the proposed system’s 
attitude because of the additional IoT-units and substan-
tial gaps in a real system. Therefore, an example scenario 
reduced to a university campus scale, with some assump-
tions and conditions, is examined for the performance evalu-
ation and verification of the framework.

We used the Sakarya University Campus as the disaster 
region in this scenario. We have the following assumptions 
and conditions in this experimental scenario. (1) There are 
seven BS towers within 5 km of the campus, as shown in 
Table 2, from the real BS deployment (Open Database of 
Cell Towers & Geolocation (OpenCellID) 2019). These 
BS towers were utilized for resident density clustering. 
(2) We used 50 Wi-Fi access points around the university 
campus. These APs were used for the proposed framework 
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Fig. 7  Fuzzy membership functions for the number of people, the status of the building, and IoT platform output
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experimental setup. (3) The designed four IoT-units are 
deployed, and six virtual IoT-units are assumed to imple-
ment different buildings. This means that a software was 
used for six virtual IoT-units. This software virtualizes the 
IoT-units to behave as if there was a disaster. (4) The IoT-
units send accelerometer data in each 24-h cycle if there is 
a difference between the data positions. Therefore, the pro-
posed framework was fed in real time with IoT-units nodes. 
(5) The IoT-units can connect to the system using Wi-Fi or 
GSM technologies. (6) The data constituted by Sakarya Uni-
versity Campus’ smartphone connections to BSs and Wi-Fi 
APs during a week were used for the dataset. This dataset 
was transmitted to the proposed framework in real time by 
the system administrators of both the cellular and the Wi-Fi 
network. (7) The system is triggered every day of the week, 
as if a disaster has occurred. Thus, the performance of the 
proposed framework has been tested as a disaster.

Under these conditions, approximately 2  M cellular 
network data usage and over 10 M Wi-Fi connection data 
simulations were performed. The system enumerated the 
density of people in the campus region every hour. Each 
day’s residential density on campus was examined, and it 
was found that the density of residents was similar on week-
days. When we assumed that an earthquake was happen-
ing, we conducted a different manual effect on the deployed 
IoT-units, sequentially, and we generated different damage 
levels for the virtual IoT-units to feed the disaster manage-
ment system. Afterward, we examined the proposed system, 
which is implemented by the given environmental diagram.

Figure 9 shows the residential density in crowd sens-
ing from the cellular and Wi-Fi connection data on Thurs-
day. The error bars navigate the statistics of the resident 
frequency on campus for the whole week. These densities 
were distributed among all campus area geofences. By 

Data Source

User

IoT-units

Wi-Fi user log stream

Cellular user log stream

IoT units log stream

Data distributor

IoT Analysis Pla�orm

Fuzzy Logic 
Based Decision

Store

Visualiza�on

Fig. 8  Environmental setup of a disaster framework for IoT based crowd sensing

Table 2  The base station 
location information and range 
estimations from OpencellID

Radio MCC MNC Area Cell ID Longitude Latitude Range

UMTS 286 2 55,407 2,987,665 30.343551635742 40.733871459961 1000
UMTS 286 2 55,407 58,742 30.351907 40.729752 3454
UMTS 286 1 20,654 56,172 30.34259 40.733734 1591
GSM 286 2 55,407 59,147 30.340347 40.744858 1000
UMTS 286 2 55,407 58,412 30.31944 40.711366 3756
GSM 286 2 55,407 59,148 30.331192016602 40.742111206055 1000
UMTS 286 1 60,154 157,386,004 30.33805847168 40.736618041992 1000
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analyzing Fig. 9, some considerations can be drawn for the 
crowd densities for weekdays. These densities for both IoT 
technologies reached the highest ratio from 12:00 to 19:00, 
which means that the residential density grew during these 
hours. These results show that the residential density can be 
determined by the BS and AP connection information in a 
specific region.

A user interface is a powerful tool to aid quick and effi-
cient decision making in disaster management while con-
sidering different information. In our proposed system, we 
have categorized map visualizations into zoom levels that 
populate the map screen with either cellular network data 
or with mobile network and Wi-Fi connection data. Here, 
the Open Street Maps mapping service evaluates displays 
through Esri APIs (ArcGIS Online 2019). Figure 10 pre-
sents part of the analysis platform of the user interface with 
cellular network data displayed over the Sakarya University 
map; these data represent the detected damage level in the 
disaster area. In this particular scenario, the various damage 
levels and residential densities detected are represented by 
different colors. The proposed disaster management system 
can recognize three types of damage level: no damage in the 
area (green); damage to some structures in the area (yellow); 
and damage to all structures in the area (red). The coverage 
of these colored circles approximately represents the resi-
dential density for a population. As can be seen, data from 
two base stations have intended and concluded the resident 
frequency. Figure 10 represents crowd densities utilized by 

the proposed framework that vary with the different num-
ber of damage levels. The framework achieves no damage 
area in the real-time when numbers of resident reach 17,426 
because the eight IoT units are covered without any change 
of the accelerometer data. Similarly, the resident density of 
the proposed framework for determining damage to some 
structures is also shown in the yellow region with 5852 resi-
dent. The red region shows the damage to all structures in 
the area for 3173 resident. The proposed framework takes 
a low resolution for resident density using the cellular net-
works as there are fewer BS data connection records avail-
able in the system to perform SAR operation.

Additionally, Fig. 11 illustrates an example of heat maps 
of the proposed framework. The accurate categorization of 
the damage level is one of the steps in our proposed frame-
work. There are two-type circles that represent clustering 
using cellular network or Wi-Fi connection data detecting 
the damage level associated with a given area. The framed 
circles describe the clustering with Wi-Fi connection data. 
Using the cellular and Wi-Fi networks connection data 
for the clustering in the proposed framework, the resident 
densities are taken with high resolution according to use 
only the cellular network connection data. When analyzing 
Fig. 11, framed circles in the no damage area when num-
bers of resident reach 813, 2451, 628, etc. It is indicated by 
coverage areas according to the number of resident density. 
An important result of the study is revealed in the yellow 
region for this scenario. With higher resolution, the location 
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Fig. 9  Statistics of cellular and Wi-Fi networks traces during a typical Thursday and the week at the Sakarya university campus
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of the damage placed IoT unit can be shown together with 
the resident density. The red region shows the damage to 
all structures in the area for 442 resident. In this disaster 
scenario context, it is crucial that fast and accurate deci-
sions are performed in real time. Therefore, rescue teams 
may decide to operate in a red-circle area because they can 
immediately see that the damage level of this area is signifi-
cant. The obtained density information could be determined 

using the Sakarya University database, with an error rate 
of 9%, approximately. Experimental results show that the 
proposed disaster management framework is a very useful 
and effective tool to analyze the disaster region using the 
implemented IoT-unit.

Clustering of cellular and Wi-Fi network data is aggre-
gated using the fuzzy logic based decision system described 
in the previous section. In Fig. 12, we present the Avg./Min./

Fig. 10  Clustering map that shows the disaster area using the cellular network data represented as colors

Fig. 11  Clustering-map that shows the disaster area using the cellular network data and Wi-Fi connections data represented as colors
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Max. values of residential density for cellular networks only, 
Wi-Fi networks only, and both cellular and Wi-Fi network 
connection data under the same conditions. For the disaster 
region, we show the statistics of the residential densities of 
all buildings that deployed the IoT-units per sensing time. 
On the one hand, it can be seen that observing residential 
density from the clustering of cellular network data does not 
provide realistic results. However, the results of clustering 
with Wi-Fi network data showed better performance than 
those using cellular network data only. The observations of 
residential density from using the proposed method are quite 
similar to those from using an existing method in which real 
density information is obtained from tourniquets placed at 
the entrances of the buildings where the designed IoT-units 
are installed. From the evaluation results, we can see that the 
proposed framework performs consistently better than the 
two different clustering approaches in terms of residential 
density and monitoring, while all the clustering data feed 
methods can achieve the goal of full coverage and collecting 
the sensed results when the disaster region and number of 
users are the same.

5  Conclusion

Receiving quick and accurate information pertaining to 
a disaster area is a vital necessity after a disaster occurs. 
Such situations are among the most significant problems 
of the disaster management systems. Disaster manage-
ment systems can be equipped with the Internet of Things 

technologies in order to overcome such issues. Thereby, 
the number of affected individuals and the extent of dam-
age from the disaster can be minimized. A disaster man-
agement system designed and implemented on IoT tech-
nologies is presented in this paper. The developed system 
utilizes several different IoT technologies, such as embed-
ded systems, cellular networks, and Wi-Fi connections. 
The implemented disaster management system comprises 
IoT-unit and IoT-analysis platforms. Moreover, this sys-
tem enables the transmission of two important types of 
information. The first is the damage status of buildings. In 
order to measure the state of a building, an IoT unit that 
comprises a microprocessor, sensor unit, communication 
unit, and a power unit is designed and implemented. The 
second type of information is the resident density of the 
region affected by the disaster. Clustering resident density 
is achieved by the IoT-analysis platform, utilizing cellular 
networks and Wi-Fi connections. Furthermore, this plat-
form includes fuzzy logic-based decision systems to make 
an appropriate and quick decision for disaster management 
users. An exemplary application scenario of the proposed 
disaster management system is presented, which assumes 
that an earthquake has occurred. The system performance 
successfully represents the disaster area and the damage 
level, marked with different colors, circles, and density 
information, which can all aid in the management of the 
disaster.
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