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it is a valuable research question to determine whether the owner that gener-

decrease accuracy of the outcome, a smart/intelligent service that can identify
the source of data is one of the key points in the analysis. In this context, we
include a fake account detection service to the proposed framework. Both sen-
timent analysis and fake account detection systems are trained and tested using
Naive Bayes model from Apache Spark's machine learning library. The devel-
oped system consists of four integrated software components, ie, (i) machine
learning and streaming service for sentiment prediction, (ii) a Twitter streaming
service to retrieve tweets, (iii) a Twitter fake account detection service to assess
the owner of the retrieved tweet, and (iv) a real-time reporting and dashboard
component to visualize the results of sentiment analysis. The sentiment classi-
fication performances of the system for offline and real-time modes are 86.77%
and 80.93%, respectively.
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1 | INTRODUCTION

Big Data is mostly defined in terms of 3Vs, velocity, variability, and volume, and describes the characteristics of new digital
information. Data is continually being generated from many sources such as sensor data (medical devices, car-sensors,
road cameras, etc), machine log data (clickstream, geo-location), digital media (images, video, etc), archives of any kinds of
documents (e-mail, HTML, XML, etc), and social media (Twitter, Facebook, etc). The characteristics of Big Data requires
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automated data-analysis where machine learning (ML) algorithms can be used to realize this requirement. In particular,
automated sentiment analysis (SA) systems are required to analyze social media data.!

Sentiment is defined as the thought or opinion of people about any item. The textual opinions of people about prod-
ucts, services, brands, and their attributes are explored with the use of natural language processing techniques.? Social
networking applications are such as Twitter and Tumblr, where people use short messages to express their opinions.
The quantity of this information continuously increases to be named as Big Data. For instance, Twitter has 695 million
registered users and 9100 tweets happen per second.?

As the information growth rate increases, automation of data analysis tasks such as SA is performed with ML tech-
niques. Many research works about automated SA are conducted on relatively small or static data sizes with conventional
approaches. Nevertheless, the volume and velocity of the generated data are so enormous that there is an increasing gap
between analyzed data and data to be analyzed. An emergent solution to decrease this gap is to benefit from Big Data
analytics solutions. There are mainly two Big Data processing strategies in SA, ie, (i) static strictly-controlled structures,
ie, batch processing, which stores data on a distributed file system and then uses a distributed computational framework
such as Hadoop MapReduce (MR); and (ii) interactive or real time streaming data processing such as Apache Spark,
which collects data as “streams” and processes the streaming data through an in-memory computation strategy such as
resilient distributed data sets (RDDs).*>

Considering the conventional SA research works and frameworks in the literature, there exists many SA studies related
to different languages. However, infrequent research works (mostly in English) are conducted about real-time SA in the
literature.®1? There is an increasing need to analyze real-time stream data such as spot and stop fraudulent activity in
the finance domain, inventory management, web analytics/content management (sales performance evaluation through
searched keywords), and real-time customer behavior analysis to improve customer experience.!!

In addition to the need for real-time SA, there exists an additional fundamental challenge about the reliability of owner
of the generated data. As in any social environment, fake accounts in Twitter can be sources of manipulation about brands,
people, and services for unethical purposes. In this context, a “fake account” can be defined as the account that does not
belong to a real user and who may post misleading comments or news. The data generated by fake accounts consequently
may decrease the quality of SA outcome and therefore there is a need to filter out suspicious user accounts with the
support of a smart service.

The growing requirement for streaming data analysis is our first motivation point. Our second key motivation factor in
this study is that there are only a few Big Data oriented SA studies in Turkish. Our third motivation point and the most
distinctive feature of the system is that a fake account detection that increases the overall precision is proposed as an
integrated service for the first time in SA. To the best of our knowledge, this is the first real-time SA framework including
a fake account detection module conducted on SA.

In this paper, we demonstrate real-time SA of Turkish tweets using an ML model from Spark MLIib package. The
proposed system mainly consists of four interrelated software components, ie, (i) Spark ML and streaming service to create
and test prediction model for SA, (ii) a Twitter streaming service to collect streaming tweets and real-time processing of
the data that is fed to ML service; (iii) a Twitter fake account detection service that controls the owner of the retrieved
tweet, and (iv) a real-time reporting and dashboard software to monitor SA of collected tweets.

In SA, different types of ML algorithms such as Decision Tree (DT), Support Vector Machines (SVMs), and Naive Bayes
(NB) are used. NB requires less computing power compared to the other methods and hence the NB learning model
from MLIib is selected to create a Spark based real-time prediction service that controls the reliability of tweet's owner
and analyzes sentiments of tweets collected depending on the query terms sent to the Twitter streaming service by the
user. First, the owner of a Tweet is classified as real or fake using Twitter fake account detection service in real time.
Moreover, 16 attributes (description, followers_count, friends_count, statuses_count, etc) of a tweet are extracted and then
tested utilizing a NB model that is trained with a data set named TwFakeUsr.!2 If owner of the tweet is classified as fake,
then the corresponding tweet message is discarded. On the other hand, if the identity is identified as genuine, then the
related tweet is sent to the next service for preprocessing and sentiment prediction.

The NB model is built following sequential data preprocessing steps explained in Section 3.6. The features of real-time
tweets are obtained on the fly and they are fed directly to sentiment classification engine to extract their corresponding
sentiments. The consequent statistics results through the prediction service are displayed on the real-time reporting and
a dashboard software developed to monitor the system. HUMIR!? data set, which is a set of hotel and movie reviews
collected from two well-known recommendation web sites, is used to train and test NB model for SA.

The rest of this paper is organized as follows. We explain real-time sentiment prediction frameworks in Section 2. We
describe our generic SA framework in Section 3, which includes the method of Twitter real-time data access, used data
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sets, ML algorithm used in the proposed architecture, and the implementation of the system as a whole. Section 4 presents
the results of the experiments and the discussion drawn from results of the corresponding experiments. In Section 5,
related works are presented. Finally, Section 6 concludes the paper and it presents proposed future work followed by an
acknowledgement.

2 | REAL-TIME SENTIMENT PREDICTION FRAMEWORKS

Microblogging platforms, particularly Twitter, are valuable sources to extract sentiments of their users about movies,
products, and events. In this manner, a real-time SA may be used and integrated with recommendation systems or health
status prediction system.*®

From a data point of perspective, social networking platforms generate Big Data that is huge in volume and in pro-
duction velocity. Real-time analysis of such data requires new tools and techniques such as distributed computing
frameworks.* Hadoop depending on MR model and Spark relying on RDD theory are two widely-used distributed data
processing approaches. The main difference between the two models is that, while the former uses a disk-based processing
approach, the latter makes use of an in-memory model resulting in much faster data processing.

2.1 | Apache Hadoop

Hadoop MR following a functional programming model makes use of map() and reduce() functions while processing
data stored on a distributed file system such as Hadoop Distributed File System (HDFS). In this model, a task is divided
into jobs and processing of each job requires consecutive read-writes from/to a distributed file system. Since iterative data
processing strategies, ie, ML algorithms, need multiple rounds of computation on the same data, the performance of MR
models becomes inefficient.!> Although it is a batch-processing framework, Hadoop MR may also be used for real-time
processing with the help of Hadoop Streaming utility.

2.2 | Apache spark

Spark in comparison to Hadoop MR uses an in-memory data structure (RDD) to process data without excessive reading
and writing to disks. The main abstraction in Spark is that of an RDD, which represents a read-only collection of objects
partitioned across a set of machines that can be rebuilt if a partition is lost.!® Furthermore, RDDs can be created in the
following three ways:

i. from a distributed file system such as HDFS;
ii. dividing a Scala collection into number of slices and sending those pieces to multiple nodes; or
iii. making transformations from existing RDDs into another RDD.!®

Spark is originally a batch data processing system!” similar to Hadoop. However, support for a streaming library
makes Spark a microbatch processing system, hence it becomes a near real-time framework that may process stream-
ing data sources. With the microbatch architecture, streaming data are divided into small batches, ie, discretized streams
(DStreams),'® which are a sequence of RDDs in Spark memory, and processed by Spark. In other words, new batches are
created from input DStreams depending on the batch interval length and those discrete streams are stored in memory
as RDD sequences. The RDDs are then executed by generating Spark jobs.!® Figure 1 shows the architectural overview
of the Spark Streaming scheme. In this flow, data can be consumed from several streaming data sources such as Kafka,
Flume, ElasticSearch, MySQL, and TCP sockets, and can be processed utilizing complex methods and algorithms.

Spark's ML library, MLIlib, has a rich set of learning algorithms including classification, regression, clustering,
collaborative filtering, and feature engineering methods. With the use of Spark streaming, ML algorithms can be used in
two cases.

i. Machine learning models from MLIib are generated offline and then the trained model is used for analysis of streaming
data.
ii. Training MLIib algorithms at run-time to evaluate streaming data.
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3 | USE CASE: GENERIC SENTIMENT ANALYSIS FRAMEWORK

Our proposed SA framework has four major software components, as shown in Figure 2. The description of each

component is as follows.

(1) “Spark Streaming and ML Prediction Service” has two main objectives. The first one is to construct offline NB-based
learning model using the HUMIR data set. The second objective is preprocessing collected tweets on the fly and
realizing corresponding sentiment prediction of each one in real time.

(2) “Twitter Streaming Service” uses keyword queries to filter and retrieve tweets and their respective account infor-
mation. The service then acts as a producer and posts the generated results to the RabbitMQ messaging system. A
consumer reads the messages from the queue and stores them in an in-memory database named Redis. Finally, a

service reads each data from Redis and sends it to a fake account detection service.

(3) “Twitter Fake Account Detection Service” controls the owner (account) of the retrieved tweet and predicts it as real
or fake using MLIlib NB model trained on the TwFakeUsr data set. All the users and their corresponding tweets are

Keywords of Query

.

(2) Twitter Streaming Service

Twitter
Streaming API

(e

¥

(1) Spark Streaming and ML Prediction Service for SA

Filtered tweets

FIGURE 2 Outline of the proposed system. API, Application Programming Interface; ML, machine learning; NB, Naive Bayes; SA,

— * Tweets, Accounts
* Results, Logging

Queue
RabbitMQ

—‘!
=

(3) Twitter Fake Account
Detection ML Service

L Tweets Classify

Trained and Saved
NB Model
a a

iy o e e

Voo

Pre-processed H Vectorized ]

\/

Training of Model using MLIib

\/

\/

Saved Model (Offline) +

Spark
Streaming

i ¥

€-—-> Apply the Model

v

v

Parameters

My5aL

(4) Real-time Reporting and Dashboard Software

Predicted
Sentiments of
Tweets

sentiment analysis




1356 Wl LEY KILINC

TABLE 1 Samples of Twitter API Supported Functions
Application Programming

Accounts and users - Mute, block and report users
Interface (API) functions

- Follow, search, and get users
- Create and manage lists
- User Profile Images and Banners
- The number of tweets user liked, the number of followers the user has, the
number of users the account is following
Tweets - Post, retrieve and engage with tweets
- Get tweet timelines
- Search tweets
- Filter real-time tweets
Entities - Metadata and additional contextual information about content
- Hashtags, media, urls in the tweet
Places - Named locations with corresponding geo coordinates

auth = tweepy.OAuthHandler(TWITTER_APP_KEY, TWITTER_APP_SECRET)

auth.set_access_token(TWITTER_KEY, TWITTER_SECRET)

streamListener = StreamListener()

stream = tweepy.S5tream(auth = api.auth, listener = streamListener)
FIGURE 3 Tweepy sample code stream.filter(track=["ayla film", "ayla_film"])

sent to Reporting software for logging and visualization. The tweets of genuine users are sent to Spark Streaming
framework.

(4) “Real-time Reporting and Dashboard Software” is used to query, report, and visualize the sentiment classification
results of the prediction service. It has also a temporary database to store some metadata information such as IP
addresses of the services and the keywords of the users.

3.1 | Twitter real-time data access and filtering

As shown in Table 1, the Twitter Application Programming Interface (API) supports many functions that can be per-
formed. Real-time twitter messages are filtered and retrieved using the Twitter Streaming API, which requires both a
persistent HTTP connection and a user authorization supported by OAuth protocol. The protocol helps users to access
the Twitter API without sharing their credentials. Filtering of tweets can be utilized according to the different categories
such as terms, hashtags, or locations.

There are various clients that support the Streaming API, tweepy,?® which supports Python and handles errors properly,
which is used in the study. A sample stream listener code segment to filter tweets that mentions “Ayla film” (“Ayla movie™)
is shown in Figure 3.

3.2 | Training and test data set for SA

The number of data sets created for SA is very limited in Turkish. In this paper, we have used HUMIR.!! This is one of the
most important data sets having sentiment features in Turkish. HUMIR is used to train and test the NB ML algorithm for
SA and contains 65 000 instances, which were extracted from two well-known Turkish movie and hotel recommendation
web sites, “beyazperde.com” and “otelpuan.com”. The data set consists of 53 400 movie reviews and 11 600 hotel reviews
with an average of 74 and 33 words per review, respectively. The number of reviews having negative and positive polarity
are balanced in the data set.

3.3 | Training and test data set for fake account detection

In our proposed service, we make use of data set named TwFakeUsr to classify the users as real or fake. The data set
contains 1000 samples that belong to 501 fake and 499 real-user accounts. The features of the data set is presented in
Table 2. The first 13 features are obtained from User Object of Twitter API and the remaining 3 features are created
manually using Twitter API. For instance, “mentions_average” feature is calculated with the use of the last 20 tweets and
their corresponding mention counts.


http://beyazperde.com
http://otelpuan.com

KILINC Wl LEY 1357

TABLE 2 Features of TwFakeUsr data set

Id Name of the feature Description of the feature

1  Description Indicates the length of the description of account

2 Protected Indicates the user's account protection choice

3 followers_count The number of followers account has

4  friends count The number of users account is following

5  statuses_count The number of tweets (including retweets) posted

6 favorites_count The number of tweets user liked

7  listed_count The number of public lists that user is a member of

8  Verified Indicates that the user has a verified account or not

9  profile_use_bck_image True indicates the user wants their uploaded background image to be used

10 contributors_enabled Indicates that the user has an account with “contributor mode” enabled

11 default_profile Indicates that the user has not altered the theme, background of user profile
12 default_profile image Indicates whether the user has uploaded own profile image or not

13 is_translator Indicates that the user is a participant in Twitter's translator community

14 hashtags _average Number of hashtags that user has used in last 20 tweets

15 mentions_average Number of mentions that user has used in last 20 tweets

16 urls_average Number of URL links that user has used in last 20 tweets

Step 1. Pre-processing

Dataset >  Tokenization Stap-War > Stemming
Removal
k_ - - -

* Step 2. Feature representation in Spark ‘
FIGURE 4 Preprocessing and feature
[ HashingTF ]K [ IDF ] representation. IDF, inverse document
frequency factor

3.4 | Preprocessing of filtered tweets

The first step of SA is named preprocessing and utilized before the feature representation of the data set. Preprocessing
involves a series of methods, as shown in Figure 4.

3.4.1 | Tokenization

Tokenization is the first preprocessing phase that splits the text of documents into minimal meaningful units called tokens.
Tokenization also performs some sort of removal task while splitting the tokens, because punctuations and symbols are
used for selecting token boundaries in addition to white spaces. Furthermore, minimum and maximum lengths of tokens
are set during tokenization.

3.4.2 | Stop-word removal
Stop-word removal is one of the most commonly used phases of preprocessing to reduce the dimensionality of the data set.

Stop words are highly common words such as “sey (thing)”, “sen, siz (you)”, and “tarafindan (by)” that are not valuable
to select documents matching a need and must be removed from documents.

3.4.3 | Stemming

In SA and ML, stemming is the procedure that reduces derived words to their base forms using a language dependent
stemming algorithm.?! Both derivational affixes and inflectional suffixes of terms are stripped and terms are converted into

root form. For example, a stemming algorithm reduces the words “sevdim (loved)”, “seviyorum (loving)”, and “severek
(loving)” to the “sev (love)”. In this study, Zemberek,?? a well-known NLP toolkit, is utilized to stem tokens in Turkish.

3.5 | Feature representation of text in apache spark

After the preprocessing step, the text of a tweet is required to be converted to an appropriate form of feature representation
so that the ML algorithm can perform classification. Bag of words (BoW) is the most popular feature representation
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method for text classification. Each text document is represented as a vector, and each column corresponds to a feature.??
The most critical step of BoW is feature weighting, which is calculated considering three parts, ie, (i) term frequency
factor (TF), (ii) the inverse document frequency factor (IDF), and (iii) document length normalization. The weighting of
term k in document i is calculated, as shown in Equation (1), ie,

l‘fiklog(,%)
w,

ki =
/i s (2)]

where ty is the kth term in document d;. tfy is the frequency of word t;in document d;. log(N/ny) is inverse document
frequency of word #; in data set. ny is the number of documents containing the word #. N is the total number of document
in data set.

The most important problem of text classification is its high dimensionality, which is also called “curse of dimension-
ality” in the literature.?* Apache Spark uses a hash function to map feature values to indices in the feature vector called
“Hashing Trick”. The method is very fast, preserves sparsity, and is well suited for online learning scenarios.?> Accordingly,
in this study, Spark’s feature hashing technique named HashingTF is utilized to vectorize features of documents.

: (€]

3.6 | Sentiment prediction and fake account detection and with Naive Bayes learning
model

Naive Bayes is a well-known algorithm that is used in SA effectively. The supervised-learning model is obviously based
on Bayes theorem.?® However, it assumes naively that there is no dependence between every pair of features. In Bayes
theorem, the relationship between a class variable y and the dependent feature vectors X, is defined as in Equation (2), ie,

PP X1s... Xnly)
P(ylxy,... %) = P(xl x)" :
17"‘5"

()
Spark MLIib NB may be trained within a single pass through data set and, therefore, it does not need to cache training
data. Spark MLIlib NB model implements a multinomial Bayesian approach, which is particularly efficient for text anal-
ysis tasks.?” The NB takes RDD of class labels and related features and produces a model for the prediction/evaluation
purposes.

Since the proposed framework has two data sets for two particular tasks (fake account detection and sentiment clas-
sification), two different NB models were trained and tested for each task. In order to train/test the NB algorithm, we
split data sets into train and test with the ratios of 80:20, respectively. We evaluated the performance of the models with
the use of classification accuracy (ACC). In a supervised classification, an ML algorithm is first trained with one portion
of data set and a predictive model is generated. The trained model is then tested with remaining samples to evaluate its
prediction ACC. Prediction ACC of a model is then calculated with the following relation:

ACC — TP + TN ' 3)
TP+ FP + TN + EN

In the aforementioned relation TP, TN, FP, and FN are True Positive, True Negative, False Positive, and False Negative,
respectively.?® Although the two data sets used to train the NB algorithm are balanced, we additionally calculate the
F-measure score, which is a sensitive performance measure that takes both precision and recall parameters into account.
The corresponding relation is given in Equation (4), ie,

2 X precision X recall

F — measure = -
precison + recall

“)

3.7 | Implementation details

The application of the proposed system was developed based on Apache Spark 2.2.1. The Spark Python API (PySpark
version 2.1.2) that supports the Spark programming model for Python was utilized. Django web framework was used for
rapid development of secure and maintainable web applications. The whole system was hosted on an Ubuntu running
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FIGURE 5 Sample dashboard screen of the reporting software component [Colour figure can be viewed at wileyonlinelibrary.com]

Apache web server using Web Server Gateway Interface (WSGI). Four software components of the system were run on
AWS (Amazon Web Services) m4.large servers (nodes), having two Intel Xeon E5-2686V4 2.3GHz processors (VCPUs)
with 4 cores and 8 GB of RAM on different Spark cluster configurations. Depending on the need for scalability, all software
components can also be configured to run as services on the separate servers.

The configuration parameters of NB was set as default. Tweepy v3.1.0 Twitter Streaming API was used for real-time data
access and for filtering, as explained in Section 3.1. Metadata information, parameters, keywords, account information,
and sentiments of retrieved tweets were stored in MySQL database. RESTful Node API functions were implemented to
connect Twitter Streaming Service. Most frequently, accessed Twitter real-time data was stored in an in-memory to the
database based on Redis 3.2 with the Python helper library redis-py. A messaging system was constructed using RabbitMQ
3.2.4 and used with the Pika Python client. The Angular java script library was utilized for the frontend of the system to
access the API. Figure 5 shows a sample screen of the report and dashboard component.

4 | EXPERIMENTAL RESULTS AND DISCUSSION

4.1 | Preprocessing

Preprocessing is an important task for sentiment prediction systems. Stop-word removal and stemming are the critical
preprocessing steps to reduce the size of corpus before the learning model is trained and tested. Table 3 shows the results of
the preprocessing steps in terms of number of instances and number of features. It should also be noted that the minimum
length of the words are set to three (3), which means features having less than three letters are removed from the corpus
to reduce noisy words that decreases prediction performance of the system.

In Turkish, minimum feature length that is meaningful from SA of point of view is 3. One of the aims in preprocessing
is to decrease feature size with removing noisy features to increase prediction ability of the system and it is clearly seen
from Table 3 that the feature dimension is nearly decreased to 35% of the whole feature set.

The accuracy of the proposed SA prediction system is evaluated in two modes, ie, (i) offline sentiment classification
(extraction) performance of trained NB model and (ii) real-time performance of the model by evaluating the sentiments
of tweets with a group of experts.
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TABLE 3 Number of instances and features before and after preprocessing

Original After preprocessing

Dataset Number ofinstances Number of features Number of instances Number of features

Movies 53400 28312 52689 18312

Hotels 11 600 7936 10533 5372

Sum 65000 36248 63222 23684

TABLE 4 The evaluation results with and without preprocessing Data sets
HUMIR-Org HUMIR-Proc

Accuracy 84.83% 86.77%
F-measure 84.69% 86.74%

4.2 | Offline sentiment classification

Two different versions of HUMIR data set were created to evaluate the proposed sentiment prediction framework. The
first one is the original data set (HUMIR-Org) with no preprocessing and the second one is the preprocessed data set
(HUMIR-Proc) including punctuation cleaning, tokenization, stop-word removing, and stemming steps, as described in
previous sections. The NB learning model was first trained with 80% of data and then tested with the remaining 20%
of data. In the first run, the accuracy and F-measure values were obtained 85.21% and 85.12% for the original data set,
respectively. In the second run on HUMIR-Proc, the accuracy and F-measure values were improved about 2%, as shown
in Table 4. Since the data set is balanced, having equal number of negative-positive sentiments, the corresponding ACC
and FM values are obtained close to each other.

A Spark cluster generally is composed of a cluster manager (master) and worker nodes. On the other side, NB model
can be easily parallelized as it requires only one pass over data set.!? In order to evaluate the cluster effect of Spark,
experiments were performed using four different clustering configurations, ie, (i) one master node, (ii) one master node +
one worker node servers, (iii) one master node + two worker node servers, and (iv) one master node + four worker node
servers. Master and worker nodes are AWS m4.large servers, as mentioned in Section 3.7. Figure 6 shows the training
time of each configuration in seconds when different number of nodes are used. 156, 132, 96, and 87 seconds as training
time were obtained using the first, second, third, and fourth configurations, respectively.

To compare the training time and accuracy of NB with commonly utilized algorithms in text categorization domain,
we have also tested Logistic Regression (LR) and SVM using the same Spark cluster configurations mentioned. SVM has
been trained in 354 seconds having an accuracy value of 87.02% using one master and four worker Spark nodes. On the
other side, LR algorithm has been trained in 120 seconds and its value of accuracy has been obtained as 80% using the
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TABLE 5 The common features of the fake accounts

Feature The value of the feature

description The length of the description is generally zero or low for fake the accounts.
followers_count The follower count of a fake account is generally low.

friends_count The friend count of a fake account is generally high.

default_profile = The default profile is generally true for fake accounts.

statuses_count  The number of tweets posted including the retweets is generally high for the fake accounts.

same configuration. It can be seen from the experiments that SVM has a slight performance increase of ~0.4% in terms
of accuracy in comparison to NB. Although SVM has a slightly better accuracy, it has a remarkable slowness in training
time (267 seconds) compared to NB training time (87 seconds). Therefore, NB is selected as evaluator algorithm for both
SA and fake account detection systems.

4.3 | Real-time performance of the sentiment prediction model

Having the offline model trained and tested, it was converted to a service for the prediction of streaming tweets that
were query results of the keyword(s) sent via the developed software component. The system made predictions of stream-
ing tweets on the fly and the prediction performance of the system were about 80.93% out of 2000 tweets. The overall
prediction accuracy of the real-time system is then calculated as follows.

« First, the query keyword is sent to Twitter Streaming Service using the interface of the software.

« Then, respondent tweets and their owner accounts are sent to RabbitMQ messaging system. A service consumes these
messages from queue and stores them to Redis database. As the last step, another service includes account related data
from Redis and sends it to fake account detection service.

« Fake account detection service controls the related account information of the tweet and makes a prediction as real or
fake. If the users are real, the corresponding data is accepted to be valid and sent to Spark streaming and sentiment
prediction service.

« Received tweets are preprocessed to extract the features and pipelined to ML Prediction Service.

« Having extracted features of each tweet, the system predicts corresponding SA of each generated tweet based on the
query keyword.

« While the predictions of the system are reported on the dashboard as the tweets are analyzed, the results are also stored
in a database with corresponding predictions.

To validate the performance of the system on streaming data, the predictions of the system is reassessed by a proficient
research group that consists of 5 academic staff. A software tool is developed and randomly selected tweets are shown
to each staff. If the sentiment of a tweet is agreed by at least 3 people, it is marked as a true positive sentiment and is
not shown to the staff again. The manual evaluation of the predictions have shown that the system is acceptably able to
identify the class of sentiments with the accuracy of 80.93%.

4.4 | Impact of real-time fake account detection system

To develop a fake account detection system, a new offline NB model from Sparks MLIib was trained and tested using
TwFakeUsr data set. The accuracy and F-measure values were obtained 89.16% and 88.65%, respectively, which were
similar to results in the work of Ersahin et al.!? The real-time performance of the system was also tested during the
selection of 2000 tweets. The system classified 38 accounts as fake and filtered out the corresponding bogus tweets. Fake
accounts were manually controlled to validate the accuracy of the system, and six of them were found to be from real
users. The true prediction rate of the system was evaluated to be as 84% (32/38), which may be acceptable. The common
features and corresponding values of the fake accounts are provided in Table 5.

4.5 | Discussion

Sentiment analysis of tweets has two difficulties including topic coverage and dealing with irrelevant or noisy tweets. The
tweets to be analyzed are collected as a result of a special keyword search. If the corresponding search is too specific, the
number of the related tweets has limited coverage of the searched domain. If the number of the keywords is increased,
the system ingests noisy or irrelevant tweets. These two factors are major difficulties of tweet analysis. Another important
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challenge is to classify the owners of the retrieved tweets as fake or real. For this reason, real-time SA systems should
have a fake account detection capabilities. Preprocessing is also an important and difficult task for sentiment prediction
systems. Considering these challenges, it can be concluded that the overall performance of the proposed real-time SA
framework having an accuracy of 80.93% is promising.

5 | RELATED WORK

There are a lot of works on sentiment data analysis that make use of numerous methods from data mining or ML fields.
Since the scope of this study is real-time SA including a fake account detection module, our literature survey covers both
streaming opinion mining approaches particularly in Turkish and Twitter fake account detection methods.

Recently, streaming Big Data analysis topic attracts attention of researchers and the number of the studies in this field
increases. In the work of Singh and Reddy,!! the authors compared real-time data processing systems and related ML
algorithm libraries. In another study,’ the researchers trained an NB algorithm on top of Spark framework to classify
real-time tweets as positive, negative, or neutral. Cheng et al, in their work,” developed a framework to analyze consumer
opinions about products using Apache Hadoop and the Hadoop stream processor, Storm. In the works of Rahnama,’
tweets are analyzed to discover their sentiment with the use of the Hadoop-Storm pair. This study compares tweet senti-
ment classification performance with the use of scalable classifiers and uniprocessor algorithms. A recent work® uses the
Spark framework with PySpark, a Python API to Spark, to observe the performance of distributed NB and SVM classifiers
to detect tweet sentiment in real time.

One of the motivations of this study is the lack of streaming SA on Turkish tweets. There are only a few opinion mining
studies that make use of Big Data analytics solutions in Turkish. In the work of Makinist et al,!° the authors developed
a SA data set for Turkish with the use of similarity algorithms on top of Hadoop. They used the Map Reduce distributed
programming framework to process huge amounts of microblog data to obtain a Turkish sentiment corpora. A scalable
but nonstreaming Turkish text analysis is conducted in the work of Cakir and Giildamlasioglu,?® making use of Hadoop
and Spark. As far as we know from the literature search, this is one of the first studies to analyze streaming Turkish data.
Hence, this literature survey shows that real-time sentiment studies, particularly in Turkish, are an emergent topic.

Since none of the mentioned studies take into account the trustworthiness of the tweet's owner, tweet messages of fake
accounts were included in the SA process that probably led to decrease the accuracy of the systems. Different researches
have been proposed in literature to detect fake accounts. In general, fake account detection methods are categorized as
user-based, content-based, and hybrid methods. User-based methods consider the demographic and statistical features
such as number of followers, number of friends, age of account, and frequency of tweet.3*-32 In this category, there are
also many studies trying to solve specific problems like “Twitter Spam Drift”33-3> for data-driven cybersecurity prediction
tasks.3¢ On the other hand, content-based approaches make use of the properties of a posted tweet that includes the count
of mentions, count of hashtags, links, trending topics, and duplicate tweets.3”3° Hybrid methods uses the features of both
user-based and content-based methods.!240

6 | CONCLUSION AND FUTURE WORK

Sentiment analysis is mainly a classification problem that can be solved with the use of ML algorithms. There are
numerous methods that are used to extract emotions from microblog texts. In this work, we have presented a real-time
Spark-based SA framework having four software components: (i) Spark ML and streaming service; (ii) a Twitter streaming
service; (iii) a Twitter fake account detection service; and (iv) a real-time reporting and dashboard software.

Since the posts of fake accounts may manipulate the analyzed domain, a fake account detection service that can detect
consistency of the tweet owner is one of the critical points in SA. Therefore, we have designed a fake account detection
service to the proposed framework and, to the best of our knowledge, this is the first real-time SA framework that includes
a fake account detection service based on Apache Spark.

For ML tasks (SA and fake account detection), we have trained two Naive Bayes classifiers from Spark ML library and
transformed these models to ML services to predict the sentiment of tweets and reliability of the tweet owner. We have
evaluated the performance of the designed ML services and obtained promising results in terms of accuracy. The ML
algorithms in Spark are scalable methods and therefore they can handle enormous data sets. The real-time nature of the
proposed system enables execution of queries for a special movie or hotel and obtains the sentiments of streaming tweets
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concurrently. The analyzed tweets and results of the predictions are also reported on a dashboard that makes real-time
visualization possible.

This work may be adapted to any field with slight modifications. With more clear terms, the sentiment prediction service
may be trained for a new application domain such as recommendation/brand tracking and it may be used to extract
sentiment for those fields in real time. There are some other widely used microblogging platforms such as Instagram
and Tumblr. As a future work, the framework may be developed to make streaming predictions through a unified API
that searches Twitter, Tumblr, and Instagram concurrently to obtain synthesis of sentiments with an information fusion
approach. Since the statistical properties of users and tweets vary over time, the performance of ML algorithms can also
decrease. To cope with this problem, specific methods in the works of Chen et al333* can be adapted to learn the flows of
the proposed system as a future work. Furthermore, the accuracy of the SA may possibly be increased with the use of a
training data set that is collected and labeled from Twitter.
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