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Chapter 5

Processing Big Data for
Emergency Management

Rajendra Akerkar
Western Norway Research Institute, Norway

ABSTRACT

Emergencies are typically complex problems with serious consequences that must be solved in a limited
amount of time to reduce any possible damage. Big data analysis leads to more assured decision making
and better decisions can mean greater operational efficiencies, cost reductions and reduced risk. In this
chapter, we discuss some issues on tackling emergency situation fromthe perspective of big data processing
and management, including our approach for processing social media content. Communications during
emergencies are so plentiful that it is necessary to sift through enormous data points to find information
that is most useful during a given event. The chapter also presents our ongoing IT-system that processes
and analyses social media data to transform the excessive volume of low information content into small
volume but rich content that is useful to emergency personnel.

1. INTRODUCTION

During a disaster, life-saving decisions are often made based on the most current information of a situation
and past experiences in similar circumstances. While that’s a tried-and-true approach, the availability of
complex, computer-generated data streams is changing the ball game for emergency service providers.
Hence effective management of emergencies and disasters is a global challenge in big data era. A sys-
tematic process with principal goal to minimize the negative impact or consequences of emergencies and
disasters, thus protecting societal infrastructure, is called effective emergency and disaster management.
It is imperative throughout the world to increase knowledge of emergency and disaster management,
for the purpose improving responsiveness. All the above aims may be accelerated by big data analysis.

Big data may be characterized as having four dimensions: Data volume, measuring the amount of
data available, with typical data sets occupying many terabytes. Data velocity is a measure of the rate
of data creation, streaming and aggregation. Data variety is a measure of the richness of data repre-
sentation — text, images, videos etc. Data value, measures the usefulness of data in making decisions
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Processing Big Data for Emergency Management

(Akerkar 2013a). Variability, which represents the number of changes in the structure of the data their
interpretation, is a newly added characteristic.

The management of such big data is perhaps one of the key challenges to be addressed by informat-
ics. The wide variety of data acquisition sources available in times of emergency creates a need for data
integration, aggregation and visualization. Such techniques assist emergency management officials to
optimize the decision making procedure. During the outburst of an emergency, the authorities responsible
must quickly make decisions. The quality of these decisions depends on the quality of the information
available. A key factor in emergency response is situational awareness. An appropriate, accurate assess-
ment of the situation can empower decision-makers during an emergency to make convenient decisions,
take suitable actions for the most affective emergency management.

This chapter is divided into six sections. Section 2 presents various kinds of applications of big data in
emergency cycle. Essential smart technological research approaches are discussed in section 3. Various
research issues, concerning with big data, are elaborated in section 4. Section 5 describes key challenges
and steps for processing social media contents. This section is underlining our approach for emergency
management utilizing social media data. The chapter concludes in section 6.

2. BIG DATA AND EMERGENCY CYCLE

Big datais the technological paradigm that enables useful analysis of vast quantities of data to be achieved
in practice. Big data is the collection of scientific and engineering methods and tools for dealing with
such volumes of data, and addresses not merely the storage but also access to and distribution, analysis,
and useful presentation of results (such as visualisation of analysis of the data) for huge volumes of data.
Big data is becoming a critical part of emergency communication. Emergency communication does not
involve only intentional, explicit exchange of messages — for example first responders talking over a
voice connection, or an announcement of a text message warning to citizens threatened by an approach-
ing natural disaster. To be more precise, emergency communication also involves the monitoring and
understanding of the complete body of public, openly available communication — such as messages and
content being publicly exchanged on social media. Thus, individuals may be reporting their condition
to loved ones or making specific requests for help, but a complete analysis of all communications can
reveal valuable information of general scope, such as a disease outbreak.'

Usually, emergency cycle consists of three phases. “Prevention” and “Preparedness” are conducted
before an emergency occurs in order to eliminate or reduce the probability of an emergency and to build
emergency management capacities. “Response” activities provide emergency assistance to save lives,
preserve property and protect the environment during an emergency. “Recovery” is the process of return-
ing systems to normal levels after an emergency. Big data has been used in all phases of the emergency
management cycle as shown in the following Table 1.

Open initiatives and new applications for big data constitute a genuine opportunity to provide deci-
sion makers with powerful new tools for tracking and predicting hazardous events, protecting vulnerable
communities, understanding human factors and targeting where to optimize programs and policies. For
several “datadeficient” countries and communities accessing big data can increase credibility and value of
meteorological forecasts and warnings. Turning big data sets — satellite images, in situ and mobile sensor
observations, online user-generated content, environmental data archives, weather and water forecasts,
and climate model results, etc. — into useful and actionable information and integrating this complex
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Table 1. Data types and various phases of emergency management cycle

Phase Description Data Type Example Data Sets
Pre-emergency Avoid an incident or intervene to stop an User-generated Twitter (food emergency, earthquake), web
(Prevention and incident from occurring and encompass traffic (Flu)

Preparedness) actions that involve a combination of Sensor Precipitation (PERSIAN, TRMM),

planning, resources, training, exercising, and
organizing to build, sustain, and improve
operational capabilities. In this phase
governments, organizations, and individuals
develop plans to save lives and minimize
emergency damage.

evapotranspiration, soil moisture,
temperature, vegetation density and
water content (MODIS, LANDSAT),
groundwater levels (GRACE)

During emergency | Include immediate actions to save lives, User-generated CDR, Flickr, Twitter
(Response) protect property and the environment, meet
basic human needs, and preserve business Sensor Imagery(LANDSAT, MODIS, Geoeye)
operations. thermal (LANDSAT, MODIS), radar
(RADARSAT-1, CARTOSAT), spatial
video
Post-emergency Design recovery programs to assist victims User-generated CDR, emergency call content, Facebook
(Mitigation, and their families, restore institutions to K . R
Recovery) suitable economic growth and confidence, sensor Night-time Lights (NTL), Imagery,

thermal, Radar, spatial video, Temporal

build destroyed ty, and titut . .
rebuild destroyed property, and reconstitute Flood Inundation Mapping (GIEMS)

government operations and services affected
by emergencies. Recovery activities continue | institutional, GCM (Global Climate Model),
until all systems return to normal or better. public Transportation data (subway, bikeshare),
census, Worldpop, Open Cities

information into decision support requires domain expertise, automated data retrieval, and analytical
and computational techniques, and visualization, mapping and decision tools to unveil trends and patters
within and between these very large environmental and socio-economic datasets. The significance of
big data is growing and expected to close both information and timeliness gaps that limit capabilities to
plan, mitigate, or adapt to environmental hazards and change. But various National Meteorological and
Hydrological Services and other stakeholders have no means to analyze and utilize effectively the new
big data load that is present today and will continue to grow rapidly in the future.

While there is a variety of big data available for each phase of the emergency cycle, understanding
issues of scale, granularity, ambiguity, accessibility, representation, and privacy are all key in using big
data information correctly and ethically. It is important to understand how to combine data from differ-
ent resolutions and temporal scales with various emergencies. However, when analysing urban flood
risk, high resolution and 3-D imagery is significant to estimate elevation and urban cover to understand
where water will flow and pool (Preston et al, 2011, National Academy of Sciences reports People and
Pixels 1998, and Tools and methods for estimating populations at risk from natural disasters and complex
humanitarian crises, 2007).

Other challenge is difficulty separating the signal from the noise. Selecting the proper algorithm and
quantitative metrics to discover precisely robust trends is important, as is understanding that big data
analysis a lot demonstrates correlation rather than causation. In the 2010 Haiti earthquake aftermath,
social media data production was only weakly correlated with destruction; besides, emergency services
faced challenges making SMS information actionable.

It is also well-known that existing big data is not free and public. While Facebook has an open API
to access its data, access to Twitter’s data stream can be expensive. Gaining access to CDR data requires
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an agreement with each provider. Some business data is free to view but not download (Zillow, Trulia),
and other data can be purchased (Experian Real Estate data, ESRI business analysis). Some satellite
data is free (Landsat, MODIS, SRTM), and others for sale (LiDar data, GeoEye, etc.). Access to the re-
quired computing power to analyse data can be an issue, but cloud computing and open source software
removes some of those barriers.

Furthermore, big data is emerging together with a number of downsides and risks that demand scru-
tiny. Both academics and practitioners have raised concerns about the representativeness of big data in
emergency management. Some big data sources may be representative of particular segments of society,
but may not be generalizable to society as a whole (Currion, 2010). For instance, social media data in
the wake of Superstorm Sandy were more highly concentrated in less-impacted areas of New York City,
rather than in neighbourhoods in south Queens. The platforms on which big data multiply streamline
the production and spreading of untruths, too. While means for preventing this are strengthening, prac-
titioners should continue to be cautious about untrustworthy or unconfirmed information, a gradually
more challenging task in the big data perspective.

Moreover, privacy and security issues have been a large concern in big data. While data sets that
could identify individuals are frequently anonymized (e.g. call record data) even the best attempts to
coarsen the data do not preclude individual identification in some cases. So, we should be aware of the
sensitivity of anonymized big data sets.

Especially in times of crisis, clear, complete and quick information is needed. ‘Disasters are threatening
and highly dynamic situations, marked by high levels of information need and low levels of informa-
tion availability (Shklovski, 2010). Research shows that advances in information and communication
technologies enlarge the possibilities for people to seek, get and send information about their situation,
feelings and capacities in critical situations. Similarly, the information technology is an essential factor
for streamlined search and rescue actions during disasters, but also for sufficient preparation and recovery,
stimulated and organised by the authorities.

Shelton et al. (2014) have investigated Twitter activity in the wake of Hurricane Sandy in order to
demonstrate the complex relationship between the material world and its digital representations and
further described that any analysis of user-generated geographic information must take into account the
existence of more complex spatialities than the relatively simple spatial ontology implied by latitude
and longitude coordinates.

The categorization is based on multiple resources and recognizes that big data can assist before, dur-
ing and after an emergency, often via a cyclical process, as indicated in Figure 1.

2.1 Pre-Emergency Phase

Big Data analysis can help significantly to the preparation of crisis management. Through the data
analysis can be done recognizing the dangers and to provide a sound strategic approach by the respective
managers of the crisis. Big Data analysis can also guide the proactive deployment of resources to fully
cope with an impeding type of disaster.

Social media data can be used for making diagnoses of vulnerabilities in systems and infrastructures.
Besides, some applications can facilitate the warning of citizens in the period before a threatening crisis
occurs. For instance, surveys of the American Red Cross show that a large part of the population in
the United States is interested in technologies, applications or simply receiving emails for emergency
communication. Information about the location of food and water, shelter locations, road closures, the
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Figure 1. Emergency management cycle
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location of medical services and about how to keep safe during emergencies are high rated by around
a half of the questioned people. On the other hand, more than a half of the citizens who is using social
media say they should post relevant information on their sites or applications during periods of crisis
(Page et al, 2013).

Information derived from the analysis of Big Data can help to anticipate crises or at least reduce
the risks that would arise from a disaster the major crisis effect. One example is in a big earthquake
harm arises in telecommunication networks leading to interruption of communications, also has been
observed a large number of blackouts. There exists a need to study this data for optimization of the civil
infrastructure to avoid this crisis effects.

2.2 During Emergency

In emergency situations, big data can be used to provide situational awareness both to authorities and
members of the public using information coming from scientists, private organisations and members
of the public. This further demonstrates that members of the public are key stakeholders in the big data
and emergency management ecosystem.

Big Data analysis in real time can identify which areas need the most urgent attention from the crisis
administrators. With the use of the GIS and GPS systems, Big Data analysis can assist the right guidance
to the public to avoid or move away from the hazardous situation. Furthermore analysis from prior crisis
could help identify the most effective strategy for responding to future disasters.

Moreover disaster-affected communities today are increasingly likely to be ‘digital communities’ as
well — that is, both generators and consumers of digital information. This is obvious from the massive
amounts of data being generated by members of the public in emergency situations. However, as well as
gathering information from members of the public via social media, this tool can also be used to push
information and share information with members of the public to aid in response during an emergency.
This is intensely important, as members of the public often act as first responders in emergency situa-
tions, well before aid or assistance is available. Many of the systems, including early warning systems,
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situational awareness systems and training systems also include systems for disseminating information to
members of the public, or are particularly intended as collaborative information sharing platforms. Tak-
ing emergency mapping as a specific example, the system can be set up in a matter of hours, long before
humanitarian or other organizations can arrive. As such, the information can be used to enable members
of the public to meet one another’s needs in the gap between the incident and the official response.
Real-time big data analysis can substantially enhance various disaster response aspects. First, it can
help emergency response personnel to identify areas that need the most urgent attention. This could be
areas where there are several people or critical resources. It could also be areas where there may be trig-
gers for other hazards. Second, real-time monitoring and situation analysis can assist emergency response
personnel in coordinating their actions to optimally handle a disaster situation. This also includes guid-
ance to the public in taking the best routes to move away from a disaster in order to prevent congestions
or causing people to move by mistake to a more hazardous situation. Third, big data analysis from prior
incidents can help identify the most effective response methods for various situations and enable the
development and deployment of assistive infrastructures for effectively responding to future disasters.

2.3 Post-Emergency Phase

When the recovery activation will gradually start, the infrastructure would provide a big data source. The
big data analysis is sharing useful information for recovery procedures about provision of relief supply,
volunteer coordination and logistics during the crisis. The mechanisms and approaches for continuous
adaptation to the change of demands with the limited resources should be a vital issue for the big data
infrastructure.

3. PERTINENT RESEARCH ISSUES

In order to take advantage of big data analysis for efficient emergency management, the core infrastruc-
ture must offer exceptional quality of service (QoS). While the QoS requirements may differ for diverse
emergency situations, we sketch some instances.

In view of the urgency of the response activities when dealing with emergencies, it is vital for the
infrastructure to provide real-time performance. This includes real-time data analysis to precisely pre-
dict the impact of an imminent hazard as well as the effective means of responding to the emergency.
It additionally involves real-time communication to ensure that accurate data are collected about the
situation, such as the location of affected individuals, etc. Real-time communication is also desirable to
safeguard that different emergency response teams can coordinate their actions in optimally responding
to a disaster (Castillo, 2016).

With the seriousness of emergency response situations, it is crucial to guarantee that the service will
be particularly reliable and accessible regardless of the adverse conditions during such circumstances,
involving tangible damages, power outages, floods, etc. Consequently, the big data storage, analysis,
and communication services must be able to operate regardless of adverse conditions. Computing and
sensor resources can be deployed at various geographical locations and communication methods can be
used to ensure uninterrupted access to the data.

It is also vital to ensure that the big data supporting infrastructure is sustainable with the evolving
nature of emergencies and even emergency response tactics. It is also important to ensure that the service
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meets high levels of security, such as privacy, confidentiality and assurance that the information used
to direct the response to an emergency is proper and not distorted.

Mostly, when we consider the usage of infrastructures, its efficiency, reliability and dependability are
key segments. In general, big sensing data are stored in the cloud (Fazio et al, 2015). Yet, in emergency
situations, it might not be able to access to the cloud from emergency areas. Thus, it is vital to consider
the efficiency and reliability for not only the cloud but also the sensing rims. We also need to consider
failures of communication lines in designing and delivering mission-critical services,. Further, it is
necessary to ensure that the data acquisition and analysis measures are greatly dependable regardless
of the failures of various processing and communication units. Given the distributed nature, it can be
difficult to identify which units have failed. Hence, the processing and communication infrastructure
may need to be augmented with dependable on-line system health monitoring capabilities to enable
the rapid identification of faulty components and the activation of redundant substitute units to ensure
correct and apt accomplishment of the big data analysis under emergency situations. Assessment of the
big data analysis algorithms is needed to determine the confidence in the correctness of the results of
the analysis, including predictions and recommendations for optimal response and recovery actions.
Simulation platforms can be used for evaluating and verifying new algorithms and procedures. Differ-
ent algorithms can be evaluated and compared by applying them to a set of benchmark scenarios and
test-beds for which the correct results are known.

3.1. Security and Privacy

There are several significant challenges in information security such as information quality, spam fil-
tering. Crowd-sourcing is among the most effective methods for filtering spam. Nevertheless, due to
innate delays crowdsource approach may not be precisely appropriate in emergency situations. In order
to enhance the information quality level is to timestamp and location-stamp each message (e.g., enabling
the locations feature allows Twitter to show your followers the location you are Tweeting from as part of
your Tweet), thus allowing more complete authentication of the data beside its content and correlation
with other information sources.

In particular, real-time mining of indirectly self-reported and surveillance information harvested from
aggregates of Twitter and other social network feeds can offer useful data and insights about unfolding
trends and emerging crowd behaviours at times of crises (Kamel Boulos et al, 2010). However, such
(raw) data obtained from Social Web feeds often contain variable amounts of “noise”, misinformation
and bias and will commonly require some filtering and verification by both machine-based algorithms
and human experts before becoming reliable enough for use in decision-making tasks.

Continuous big data analysis for streaming data, such as output of sensors, results of crowdsourc-
ing, etc., must be enhanced with anomaly detection mechanisms to identify data that may be incorrect
due to sensor failures, security attacks, etc. In this aspect the uncertainty quantification method must be
constructed with integrated machine learning methods. Machine learning can also help in reducing the
chaos in big data storage and analysis by replacing large amounts of data by precise equivalent infer-
ence rules. It will also speed up the analysis under emergency situations since the rules can be used to
promptly perform the prediction analysis as well as to identify optimal response strategies.

Other issue is about sharing big data and information. Big data producers are mostly reluctant to
share information. This problem needs to be tackled for the mission-critical real-time applications such
as emergency response, since sensors are collecting such data automatically and appropriate decision

150



Processing Big Data for Emergency Management

making can be achieved through automated integration and sharing, with proper security and privacy
assurances. However, in this regard several legal issues need to be solved. For many kinds of emergencies
(e.g., flood), there are reliable sources of information. Alas, there are also other kinds of emergencies
for which we do not get trustworthy sources from dedicated sensors. Hence research in such direction
should emphasis on how people perceive information in social media and how they contribute informa-
tion in social media.

3.2. Noise & Big Social Data

While traditional event detection approaches assume that all documents are relevant, Twitter data typi-
cally contains a vast amount of noise and not every tweet is related to an event®. The source of noise in
open source information can be divided into intentional and unintentional. Intentional sources of noise
and misinformation are generated by cyber-attacks designed for illegitimate financial returns or inten-
tional advantage in a conflict. Social media technologies can facilitate the spread of false information
as well as the spread of counter information that attempts to correct the false information, but how to
take advantage of these technologies to reduce the spread of misinformation and at the same time in-
crease the spread of useful information such as alerts and warnings is the major concern. The source of
unintentional noise is a precipitously varying environment. Linking the information to a correct topic or
region of space-time continuum is critical when the environment changes rapidly. Thus improving the
quality of information in social media (i.e., filtering out the big noise in big data) is a huge challenge
and it involves several prominent issues.

4. SMART TECHNOLOGIES AND BIG DATA
4.1. Crowdsourcing

When a large emergency occurs, it is an incredible challenge to fulfil the information needs of humani-
tarian responders. Specially, access to latest data on the physical layout of the affected area, the location
of critical infrastructure and services is imperative. Likewise, to develop the situational awareness that
is desirable to act, responders need information on a kind of assistance required (Stanton et al., 2001).
Therefore, maps are of immense significance during crisis response (Meier, 2015).

Crowdsourcing connects unobtrusive and ubiquitous sensing technologies, advanced data manage-
ment and analytics and novel visualization methods, to create solutions that improve urban environment,
human life quality, and city operation systems. Nowadays, no countries, no communities, and no person
are immune to urban emergency events. It is important to detect, resistant, and analyse these real time
urban emergency events to protect the security of urban residents (Zheng et al, 2016). The crowdsource
systems can be useful in mass emergencies to allow people to gather information, report information,
volunteer to help, ask for help, or to re-broadcast useful information. Citizens can use this information
to determine whether they should follow an evacuation order while government agencies can use this
information to determine the allocation of resources or to get an overall sense for the status of a region
or city.
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For example, during the night of 8th to 9th of June 2014, the storm hit Antwerp after following a
destructive path between Gent and Antwerp. Data from fire services was extracted and uploaded to
google maps and images from social media were collected. Figure 2 presents a screenshot of flood data
from emergency service.

Crisis mapping is the real-time collection, display and analysis of data during a crisis, usually a
natural disaster or social/political conflict. Crisis mappers achieve big data analytics and data mapping
in order to gather insights about what and where emergency events are occurring on a real-time basis.

Crowdsourcing of information gathering and the sharing of the analysed results by individuals are
certainly dominant ways to get the real-time monitoring of the quickly changing situations influenced
by lots of unforeseen events. However, gathering information from crowd is challenging. If the collec-
tion of data requires users’ interaction with the application, then we need to provide users with attrac-
tive incentives. Another point is how to deliver the information in a right way in an emergency. Some
information may trigger a panic, which may cause further troubles. Nevertheless privacy protection
is always a significant problem. However, in order to save as many lives as possible during a disaster,
privacy protection policy may be dynamically changed during emergency by emergency services, or
even by volunteers. The emergency system should also support the real-time dynamical changes of the
policy and the sharing of such information.

4.2. Cyber-Physical-Social Systems (CPSS)
The last decade has seen human factors becoming gradually crucial in computing systems. Therefore,

by integrating human factors as part of a system, a cyber-physical-social system (CPSS) encompasses
not only cyberspace and physical world, but also human knowledge, mental capacity, and sociocultural

Figure 2. Geographical spread data from fire services
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elements. Just as the Internet has transformed the way that people interact with information, CPSS will
transform the way people interact with every computing system and create new revolutionary science,
technical capabilities for better quality of life. Cyber-Physical-Social systems tightly integrate physical,
cyber, and social worlds based on interactions between these worlds in real time. This area is a new re-
search and development field that requires further development of models, methodologies, and theories
for efficient interaction between physical, cyber, and social worlds. Cyber-Physical-Social systems rely
on communication, computation and control infrastructures commonly consisting of several levels for
the three worlds with various resources as sensors, actuators, computational resources, services, humans,
etc. (Zeng, 2016; Vardi, 2011; Sheth, 2013). Operation and configuration of CPSS require approaches for
managing the variability at design time and the dynamics at runtime caused by a multitude of component
types and changing application environments.

Building CPSS for non-emergency conditions is already difficult; yet, building CPSS for emergency
management and emergency response is significantly more challenging. Two key important challenges
are how to tackle the exponential and multidimensional complexity of their operating environments and
how to meet the strict design requirements of CPSS that are necessary for such environments.

Moreover, understanding social theories is an important step toward building systems that interact
smoothly with people. These theories are crucial in the design and development of physical-cyber-
social systems. For example, a system that interprets various social interactions can be used to capture
images/videos. One of the key challenges in dealing with social systems is how to maintain the privacy
of participants. Privacy becomes an essential component and it is crucial for wide adoption of physical-
cyber-social systems. This is partly due to the fine-grained information collected from sensors and its
correlation with behaviour patterns that would reveal personal information which may be misused. For
example, a smart-meter installation may result in revealing the occupancy of a house. Some of the key
challenges when using social data or in general any data processed by physical-cyber-social computing
are listed below.

e  Social bots: there are attempts to simulate and flood the social data generated automatically by
programs that try to emulate human behaviour. Such a source of information should be used care-
fully and separated from rest of the social data.

e  ’Twitter’ data is not always reliable (i.e. requires careful consideration): while social data is avail-
able in massive scale (e.g., around 500 million tweets a day), the data is often very noisy, informal,
and unevenly distributed.

e  Assessing the relevance of Twitter to a problem: not all studies can be done on Twitter data since
the nature of data and the social behaviours have a great variance on Twitter.

e  Sometimes there is an assumption that data is available at all times: theoretically, there is data
available related to various events. However in reality, it may be very hard to find sensors and
their observations on Twitter and the Web in general. Choosing the appropriate data source is an
important challenge in the context of physical-cyber-social systems.

e  Understanding the feedback mechanism: social scientists need to understand the feedback mecha-
nism that exists between the physical world and the social world interactions. This is a challenging
and important task to gain insights into systems that involve the social component.

e  Data biases are crucial: social scientists should consider data biases carefully with the availability
of massive data from social networks such as Twitter.

153



Processing Big Data for Emergency Management

e  Combining reactive vs. non-reactive data: reactive data are those collected by social scientists
through surveys and questions. Non-reactive data are those collected by sensors on a continuous
basis.

4.3. Service and Cloud Computing

Cloud computing — a long held dream of computing as a utility — is a promising way that shifts data and
computational services from individual devices to distributed architectures. Cloud computing provides a
convenient tool for crisis response teams to collaborate and share information no matter where the team
members are located. Depending on the type of crisis, there may be differing security requirements for
the information, and this can impact how the cloud computing is managed or whether additional secu-
rity measures should be in place. The big data produced during emergency (e.g., by sensors, and social
media) have to be collected, integrated, and delivered to big data consumer applications to achieve their
new functionality. In addition, emergency management research requires the integration of emergency
data with many other big data sources including, but not limited to mapping, land survey, environmental,
satellite imagery, population and part disaster datasets; as well as models for climate, geomorphology
and hazard spread forecasting.

One of the benefits of cloud computing is that information and operations are hosted in well protected
data centers. Leading cloud providers keep information on thousands of systems and in several locations.
Redundancy, availability and reliability are hallmarks of cloud computing, so that users can access your
information rapidly, no matter where they are located. For example, Amazon and Microsoft have data
centers all over the world, with enormous processing power and storage.

Using an analogy with cloud computing and service computing, the big data infrastructure for disaster
management is divided into three layers (Pu and Kitsuregawa, 2013). Development of an architecture
for each layer of the big data infrastructure for emergency management should consider the distributed
nature of the data, the heterogeneity in data sources formats (structured and non-structured), protocols
and semantics, the need to meet real-time constraints despite its volume, and quality of data sources.

Disaster recovery is not a problem for cloud service providers but every organization that uses cloud
(Chang, 2015). If data are irretrievably lost, this may have negative impacts on the organization affected
such as financial loss and loss of time to reproduce or regain data.

(Armbrust et al. 2010) define technical challenges and the security issues to be resolved for cloud
computing and also big data. One aspect is ownership and privacy of the data stored in the Cloud. Data
in the cloud should have a clear ownership definition, and not be shared or accessed by users without
authorization. Legal and data compliance fulfilling governments and regional/international laws need
to be met.

(Chang, 2015) demonstrates a multi-purpose approach for disaster recovery, since the existing lit-
erature suggests only single approach has been adopted. Chang’s approach can meet the requirements
for big data systems and services that can fulfil requirements for volume, velocity, variety, veracity and
value, with all data restored and updated in four sites. This is particularly useful for service providers
who manage cloud data centers.

Clouds are secure and yet adaptation of authenticity, encryption, and meeting security software
regulation large concern about secure can be put aside. Besides, the cloud is not in one place; hence
the risk of systems failures substantially decreases. In the case of cloud computing, recovery costs are
substantially lower since only local computers used to access the Internet are at risk and user data and
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cloud servers are protected far from the emergency site. In the case of an emergency striking a cloud
computing data center, user data will not be lost since suppliers of cloud infrastructure replicate user
data and cloud servers across multiple data centers.

5. PROCESSING SOCIAL MEDIA CONTENTS

In above sections we have discussed various issues related to big data processing during emergencies. In
this section we will describe our approach to handling social media data. A key challenge when gather-
ing and analysing social media (SM) data is the diversity of different SM services and the presence of
different data formats (e.g. a tweet in Twitter or a video in YouTube). Therefore, to allow processing of
the heterogeneous SM information we need to standardize the exchange data format.

There are several approaches present that attempt to harmonize multiple SM services on a data level.
Social media offers an opportunity to communicate the emergency situation to other citizens or to EMS
even though mobile phone or emergency services may be encumbered. During the past few years, vari-
ous studies were performed focusing on various aspects of social media in emergency management
underlining its unceasingly growing importance in this area. For example, to enhance the identification
of relevant messages from social media that relies upon the relations between georeferenced social
media messages as Volunteered Geographic Information and geographic features of flood phenomena
as derived from authoritative data (sensor data, hydrological data and digital elevation models), (de
Albuquerque et al, 2015) have proposed an approach to examine the micro-blogging text messages of
the Twitter platform (tweets). Several other projects are developing and implementing systems, tools
and algorithms performing social media analysis.

This section recaps prominent EU Framework and other project works using social media analysis in
the context of emergency management. The following tables summarize the referenced research initia-
tives based on common aspects of the performed social media analysis. The categorization was done
based on respective web sites (e.g., (project) description, screenshots etc.), which does not necessarily
include or highlight the full functional range of the systems. Independent of the categorization, all of
the mentioned research initiatives are fundamental for situational awareness in emergency management
and for monitoring of social media activities.

Now, we illustrate our approach to emergency management I'T-system, in the following Figure 3 and
describe major modules of the system. The overall objective is a stronger connection between public
and emergency services or authorities through social media (Akerkar et al, 2016). In the process, huge
amounts of ubiquitous, user-generated content in social media is frequently generated and monitored for
emergency related communication. Citizens post messages on social media: amongst those, messages
somehow related to emergencies may be present. Once detected, content is gathered and transferred to
the analytical phase, where it is pre-processed, analysed according to various data mining analytical ap-
proaches. The alerts are generated and then either transferred to routing component for reporting where
it can be visualized and interpreted or moves to the communication management module. For instance,
The Routing module distributes messages towards responsible emergency service (ES), which use their
Command & Control systems or the ES interfaces provided by the system to consume the information.
The alert distribution is performed checking continuously for new alerts. Authorities or emergency
service personnel can communicate with the public.

Now we will present some key aspects of our IT-system.

155



Processing Big Data for Emergency Management

23pd Suimojqjof uo panunuod

‘Jurssaooxd
JUSAQ 2 BIEp IOJ SWIIIOS[e pue

Suryoxd
[eINOTARYQq JOJ
spoyjow SuruIed|
uyoew ‘SuruIw

syrodar smou

‘suoneorjdde [eaarnox
UOTBULIOJUT pUe SUTUTW BIep JO
UOTIEISUDS PUE ST00) UOTIO)IP

sa130j0poyjaw JO UOTIBISPISUOD) K19nb ‘promAay] [opow Juoaq diysuoneroy ‘s1UD ‘sTO[qM jea1y) Surdofoaap st 3o3foxd ayJ, «LOAANI
*s10adse uoneidaur BIRp I0SU9S *SIQISBSIP Q[eds-o31e] 0}
Q) ouan[jul [[1m 19y padofarap Jo uonei3ayur asuodsar ur saanpadsord Kouadrowo
spIepue)s Ayjiqeradoroiur UonRULIOJUT dew uonesiensip sis1] “dewr ‘elep InqLye pue ejep jo Ajiqeradoroiur Ay
[e91UY99) PUB SPOYIRIA ‘owm ‘ordog, PIOUIRYAI-02D) ‘UOTIBOIJISSBO 1XJT, pue oydei3oan uo Jursnooy st 3a9foxd VIIAI VAIAl
‘WRISAS UOTJRIPAW ‘suonerado
pue uorsnj ejep e Surdo[oadp 10§ Koua3Iowa JO UOTBUIPIOOD pue
spoyiow uoisnj ejep Junsixa jo juowogeuew 2y} Sunioddns 10y
uoneoridde pue juowoSeuew pue (010 09pIA uriojje[d woneSTUNUIIIOD PUR
KISAODSIP SISLID 10J SOI30[OUT0) uorsny ereq ‘TewIoy)) vlep JUSWATBURI UOT)RULIOJUT UOUIIOD
118-9Y)-J0-9).IS JO SIsA[euy K1onb ‘ouury, sis1] ‘dejy | ‘uvonezifeoo] [eneds | I0Suds awn-[eAY & padojaaap 109fo1d §SH 2y L, .SsH
ssouparedord ‘ssouparedord
-aseyd sisA[eue pue saInseauwt pue uonoe pasoxduwr Juowadeuer
QU) Ul POYIoW JUAWRINSBAUI UONRZI[ENSIA BIED I21unoo ‘asuodsax SISLIO SuI[[opow J0j ‘w)sAs j1oddns
d1qrssod auo aq [[Im JuswRFeURW [BIUSWUOIIAUD JWN-[eY Jo uonestundQ SI0SUQs UOISIOJP PIseq-uonenuis &
SISLID Ul SUOISIOAP Jo Junipne ayJ, UuoneRULIOJU] ‘UOTRZI[ENSIA PAseq S[D ‘uonesLoL wolj eleq doraaap [1im 309fo1d YINSTID YL SVINSTID
-oseyd sIsA[eue 2y ur poyjouwr ‘uonejuawedw pue sAI3NeNSs
JUSWIINSEAU UOTIEDTUNUITIOD SISTIO QATIIJJO
91qrssod QU0 2q [[IM SSAUSATIONJO Surmsu? 10j [00) B SB JUSWINI)SUT
10} syjuownnsur Sunipne Y], | uonewoju ‘ordog, SurSessow 1xa, Surssoooad 1x97, BIPAW SMIN yipne ue padofaasp 109foxd oy, | QI00SWODSLI)
-asuodsax
Kouagrows ur uonedronred ueznio
10§ $91Y12 pue safol [enuajod ) *SIUSUIULIAOT
uo s3urputy jo ades() ‘suoneorjdde pue suaznio Aq pasn 3uraq are
Surdrowa jo osn ay) Surddew J00qaoe] suonesrdde pue sarSojouyod) mau
OS[® PUB SSLID U $AIZ0[OUYI) UONBULIOJUT soonoeld 159q TONIM], UOIYM UT SABM 9ATIOJJD ISOW )
jua1Ind Jo asn ay) Surddey ‘ordo, | pue SUONEPUIWIWOIAI “ISI| uonedIyIsse[D ‘aqnnox Surknuapr st 309foxd DINSOD +OINSOD
*S[OUUEBYD UOTJROTUNTUTIOD JuowaSeuewr sosto ur uonerndod
JUSIRJJIP YSnoIy) SN WoIf IOTJISSBIO QUIYORIA 9} SPIEMO) UONBOTUNTITIOD
UOTBULIOJUT ISTI} SUSZIID MOY 10199 11oddng PUE 1I3[E JO SSAUIATIONJD )
uo A[reroadss ‘synsar jo a3es) s3e) ‘promAY] dew ‘UONEBOIJISSBID) s30[q ‘TonIM], Suraoxdwit je pawre [[VHI9]Y ¢ IVHIRIY
yoeoadde WISIUBYW 3d2anog ejeq
N0 0) SSAUNJIS() AqISSo Sur)Ig sjusuodurod uonezIensIiA saypeoaddy / BIPIA] [BID0S saAnR[qQ 303f0ag JureN 303foag

jo2lo.4d juawmadvuvw £OUas1212 puv pipaw [p100s g 21quJ

156



Processing Big Data for Emergency Management

23pd Suimojqjof uo panunuod

o1 WIopE[d
*PaLIIIUSPI SJUIPIdUI Ay} Jo Joeduur SpIomAY] SSQuUATEMY
9y AJ1)uopI O} UOTJBIIJISSE[D Seg, ‘onjyer], ‘UOTJBOIJISE[O X9, 'sjoom) pasATeue woperd uonemIg
X3} UO SI[NSAI YOILasal Y, ‘owir) s9o1[S | aurowil], ‘pnojo Sey, ‘dejy ‘uonedaIsdy IONIM]L, | SSouareme uonemIs AoUSSIOWS Y], Kouagrowyg
"osuodsar 19)sesIp
ur $9IS0[oUYda], JNULWAS pue
$19)sesIp Surnp sa130[0uyd9) pryeys) | suoneordde ('z Qo 9sn Afrenusjod
0°€ qQoM pue ()°g oM 3TN promAay sar3ooutoa) “Jooqaoe] | ueO syuaWIUIAA0S )F Moy parojdxe
oriqnd yoIyM UT $)[NSaI JO sy ‘uoneso] ‘Sex, i1 “‘dejy plslitd el TONIM], sey 109lo1d (0'zQ) 0' 19IseSIg 07T J9IsBSIq
‘sdew uo uorjeuLIOJUI
SUISI[ENSIA "JUSAQ 0) paje[al
uoneuLIojul SULI[L] "BIpaW JUAWNUIG *SWIBaIs BIPAW [BID0S 10§ [00)
[100S WOJJ UOTBULIOJUT SUNORNXH K1anQ) ‘o], s3SI ‘dejy 0) UoISuAXy | INIMT, ‘9qmnox | Surnojiuow e padooAdp Sey S99SLID) +1SIISLL)
‘soLnew 10j syndut o) Jo ouo se ‘s1ouonnoeld
PRIOPISUO0D 9q [[IM JOAR] Ovqpad) JuowedeurW AJUITIOWD SULIDPISUOD
IOSN QATISSEW A} PUL UOT)ORISIUT Surzaisny) IX9L, | powIojrad SMIIAISIUT UO PIseq Sem
[e100s JO JoKe] oY) JO SI[NSAI AL, oury, ‘Sey, qurpowt], ‘depy ‘Surssooord 1x91, | ‘SO9pIA ‘sarmord y09loxd sty ut 3INQ WeISAS oy, ITMOUSOM
wedejsug 'S90INOS BIPAW [BIOOS
*SHI0MJAU [BID0S JO JX)UOD ‘+313000 9rdnnuw sso1oe yoreas
[BIO0S pUE JUUOD I} JUNOIJR s103dL10sap Ijquun, “Iyor[g pue Surxepur BIpawWI} [N SWI)-[eaI
ojur Surye) yey) soyoeordde [ensIA pue eyepoad aqnInox Surjqeus JoJ yIomowej
Surxopur pue Surunu 9[qe[eds | Surwooz ‘Sunios s3SIy ‘outjown ‘dejy Jo Sunsny) 00qade] & Surdo[oAdp ST JOSUASeIN0S 1 Josuag[eI0g
‘A3o103U0 ®IRp "UOTJRULIOJUT JUQWSRURWL
uowrwod e 10y [0d0301d OSL, 2y} SISTIO PUE [BJUSUIUOIIAUD J)SN[O
YIM J19YI950) SIO1AIRS AouaSIowryg plalitdiieN SWISAS | pue IsATeur A[[eONUBWIIS O} J[qe AIe
udamieq Aiqeredordur moyre o) ‘o) ‘promAay onjewIo)Ne pue JeY) SAJIAIdS pajerdosse Surpraord
[090301d VD SISVO 21 Jo a5esn ‘uoneoo| QovJIo)UT Paseq SID sisA[eue onuBWAS | SI9[[ED WOIJ Bl £q eyep padueyuo sey LOVHY HIovad
‘uonRULIOJuT
‘uonewIojul paysiqnd suoznio KouoSIowd JO [eASLI)AI pue Sulreys
wolj Sunijousq ‘@oueurioyred pue ‘uorstaoid oy ySnoay) ‘sjaoyjo
SsouaIeME PAIBYS JO S[OAD] SINH osuodsar ur oedronred Ajoanoe 03
Jo 93eI10A9] 9y} SUIMO[[E ‘SOSLIO syuowrradxe S9130[0UYD9) [IqOW PUB JUI[UO MU
ur SINH pue SUSZIIO UoamIoq uoneoo| Jo uS1s9(T ‘Sunsa SOOPIA | SuIsn suazniod 9[qeus Jey) saul[opIng
sorweukp ay) 01 yoeoxdde i ‘owny ‘s3eg, - QOLIBADNIA ‘IONIMT, ‘SINS Q) paraAI[op 309fo1d +y VST aFdVSI
yoeoadde WISTUBYIW 32anog§ ey
INO 0) SSAUNJIS() AqISSoq Sur)g sjuauoduiod uonezIensIA sayoeoaddy / BIPIIA[ [BID0S $3ANR[qQ 303f0ag ureN 303foag

ponuiuo) g 21qvy

157



Processing Big Data for Emergency Management

‘sdew uo uonewIOjUI
SUISI[ENSIA "JUSAQ 0) paje[al

UOT)BULIOJUT SULIAI] "BIpaW JUAWNUIG *SWIEans BIPAW [BID0S 10§ [00)
[e100S W01} UonBULIOJUT SUNORNX] K1anQ) ‘o], s)sr ‘depy 0] UOISUAXY | JONIML ‘9qmnox | Suriojiuow & pado[aaap sey S99sL) +7SIISLI)

*S[OAQ[-0IOBT PUR

“urewop OIOTW [JOq J& JONIM], UO JUIAD UE

o1iqnd 9y 03 BIEP [EIO0S PAYOTIUD Suriojiuow £q SSQUQIEME [EUOTIENITS

A[Teonuewras 9sodxa pue sa0IN0sar sop1A0Id SIIIM], "UOTIRULIOJUT RIPIW

QoA Q[dnnu jo uonei3aur Qwoyy [eroo0s 91e3ai13se 01 Ayrunyzoddo
OTUBWIAS PIsEq JXIUO0D U0 SIS |  [erodwoy [enedg spnopo Sef, ‘dejy 5101d1I0STp JUAAT SIS ‘ToNIMT, ue sjuasaid joofoxd stnimy, SIIMT,

‘uonjuaaald
QWILID 0] “8'9 10J ‘IAISESIP ' I3)Je
poouw 9y AJ1IUapI 0} pasn 9q ued

UoI)EOO[ puE

“JUSWINUSS 9Y)
SurIeA0OUN BIEP [BNIX) JO SJUNOWE

sisA[eue juawmnuas uo sayoeorddy Surwooyz dey o1doy uo yuswnuag IONIM], a8ny sozATeue yeaglonim], YL, eagIonImg,
"MITATIAO 19))2q © ures 0) *SJUOPIOUT Jo sadA} IaY)o I0 SuII0)s
BJep o) YSNOIY) 9SMOIq 0) Josn 3 ‘SQI1J SB Yons suonenIs SISLIO SurInp
sdjoy yorym ‘sdeys snoraaxd oy ur SWEANS JNIM ], WOIJ UOTIBULIOJUT
PRJOBIIX? $190BJ UO "' ‘SA0BJIANUT SurzAeue pue Suriey1y 10J X0q[O0}
[OIe3S-190B] 0) PAJ[aT SINSNY S)908J ‘pIOMADY dejy | soni ‘uonesyisse[) IONIML, e padoraaap 109fo1d Juaproymy, (JUSPIONIM],
*SuLI9)[1} paseq-pIomAY urioyred " 2ANIONLISDLIUL DIPIUL [D1DOS
0} [NJASN UOIIRULIOJUT PIJOBIIXD Su1gs1xa 2y) Y SYLOM, W)SKS SIY)
SIY [, "sSejysey Yirm uoneuIquiod Jey) st swrojjed 19Y)0 0} OUAIJJIP
Ul USAIS UONBWLIOJUT JORI)X sSeyysey Sursred A9 9y, ‘wropeld SUIOINOSPMOID oz6 1M
0) parjdde wypriode Sursreq paurjapaig aurpawir ], ‘dejy ‘rewrwress 3snay, IONIM], B SBM J39MI-9U)-BoM], -oy)-yeam],
BIPOW [B1O0S WIOTJ UOTIBULIOJUT sisAreue Terodwo)
your Surro[dxa £q sjuoad azATeue QwiL], ‘pIOMADY] pue [eneds ‘so[nI “IONIM], IO WISAS UOT)OIP
PUE 10939p 0 SINSIY ‘uoneoo| qurpowty, ‘defy 29 UOTIRIIJISSBD IONIML, | JudAd ue padoraaap 109ford SYQAL aSVAAL
"uoTjBULIOJUI
Pajoenxa oY) SuLIdpIsuod Aq
§199M) JO Junowre a8ny & ySnoayy
3SM0Iq 0} SaNI[1o'] SULIL} uonmugoosar ‘sofessaw JoNIm], SuLI)Iy
pue yoIeas JUAIdJIp Jo asn) | pnojo Sef, ‘owi], surpown ‘depy Amua paweN IONIM], | 10J WISAS B pado[oAap 7oor[Josuas 173 JISUdS

yoeoadde
INO 0) SSAUNJIS() AqISSO

wSIueyYIIW
Surdg

syuauodurod uonezIensIA

sayoeoaddy

92anos ejeq
/ BIPIAL [B1D0S

$9ARI[qQ 123l0ag

ureN j9foag

panunuoy) 'z a|quv |

158



Processing Big Data for Emergency Management

Figure 3. EmerGent IT-system
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5.1. Data Enrichment

Data enrichment refers to processes used to enhance, refine or otherwise improve raw data. Various
studies indicate that extraction of relevant information is a major challenge (Chaudhuri 2012), (Abel
2011). Different circumstances require different assessment methods (Reuter 2015), and different data
or meta-data. We can distinguish between source-based and computation-based enriched data: source-
based data is either directly given by the raw data, or not provided, and therefore requires no further
computation besides extraction. The actual source-based data varies among different social networks
such as Facebook, Google+, Instagram, Twitter or YouTube and is challenged by different technical
and business-oriented limitations (Castillo, 2016). Provided data includes date, time, sender, title, tags,
keywords, comments, replies, answers, number of views, dislikes, retweets, shares, age, gender, loca-
tion, education, uploads, watches, total posts and real name. In addition to source-based enriched data,
computation-based enriched data, which requires one or multiple steps of algorithmic computation, is
vital. Whilst some of the computations can be done on the local server, others may require the invoca-
tion of remote APIs. Computationally obtained data includes language detection and sentiment analysis.
The provision of enriched data is helpful due to the fact that situation assessment has been shown to
be very subjective (Rizza et al, 2013). Thus, information needs depend on personal feelings, experi-
ence and the situation itself, wherever information is gathered and analysed, and information systems
are implemented to support this task. However, there is a usual challenge on implementing systems to
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allow both the automatic selection of relevant data and the potentials for end-users to adapt automation
and enable tailorable quality assessment according to their requirements. Enriched data supports us to
tackle this challenge.

5.3. Semantic Issues

Semantic technologies have the capability to help us cope better with social media data overload. Ap-
plying semantic technologies to represent information can provide exceptional means for effectively
sharing and using data within different organizations. Using highly structured, self-descriptive pieces
of information, interlinked with multiple data resources can help develop a unified and accurate un-
derstanding of an evolving scenario. This provides an excellent framework for developing applications
and technologies that are highly generic, reproducible and extendible to different regions, conditions,
and scenarios. In addition, the semantic descriptions of data can enable new forms of analyses on this
data, such as checking for inconsistencies, verifying developments according to planned scenarios, or
trying to discover interesting semantically meaningful patterns in data. Such analytics can be performed
either in real-time as the scenario unfolds, e.g., through semantic stream processing and event detection
techniques, or as an after-action analysis to learn from past events.

On-going research (Galton and Worboys, 2011), (Grolinger et al, 2011) has shown that the need of a
common understanding of concepts within and across domains is important to avoid misunderstandings.
However, that it is generally accepted to build an ontology from scratch, which does not tap the existing
potential of relevant, domain-related knowledge bases. Thus ontologies are often implicitly tailored to
a specific need. The ontology can be used to apply semantic analysis on gathered data from SM. This
includes the application of further data mining methods to detect patters, incidents or unusual events as
well as the detection of correlations. Another advantage of this approach is that emergency services are
not essentially required to deal with tweets or posts and may work with domain-related information. To
facilitate information exchange with external systems, domains it is necessary that new developments
build upon existing standards also on conceptual level. Hence current information models like FOAF,
SIOC or MOAC have been considered to construct an ontology that associates information from SM
with domain knowledge. Thus one can reuse and extend existing information models in order to combine
extracted emergency related content with social media data.

The IT-system is building a large elastic data store in the cloud. It will comprise semantic data stored
as RDF for OWL. In order to handle data of enormous size we expect a requirement for parallel computa-
tion, subdividing information and execution between different machines that work in the same network.
The main challenge to storing RDF objects in NoSQL databases is to find the right way to represent
graph inside them. Different studies have tried to use HBase (based on Hadoop) as a NoSQL database
coupled with a semantic data framework like Apache Jena (Khadilkar et al, 2012).

We will explore a mixture of NoSQL plus a purely semantic database. For data gathering, a NoSQL
solution possibly based on MongoDB is able to fulfil requirements in terms of performance and scal-
ability. We are upholding in the semantic storage only the data that will be analysed (execute queries
and apply data mining techniques), and creating a parallel storage for data that is already processed.
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5.4. Data Mining

Data mining research has effectively created numerous methods, tools, and algorithms for handling large
amounts of data to solve real-world problems. Many standard DM techniques have been developed and
successfully implemented across a range of applications (Akerkar and Lingras 2008). However, mining
SM comes with a set of unique challenges which have been the focus of much research in recent years
(Gimpel et al 2011), (Imran et al 2013), (Castillo 2016). Primary objectives of the data mining process
are to efficiently manage large-scale data, extract actionable patterns, and obtain insightful knowledge.
Because social media is widely used for various purposes, huge amounts of user-generated data exist
and can be made available for data mining. Data mining of social media can expand our capability of
understanding new phenomena due to the use of social media and improve business intelligence to provide
better services and develop innovative opportunities. In data mining data is transferred into information
that needs to be understood in a domain-specific context.

Standard natural language processing (NLP) tools usually fail when faced with the non-standard,
untidy language frequently found in SM (Fisenstein 2013), (Liu et al 2012). Additionally, scalability
issues are present with SM data. During an emergency the mining tools must be able to capably deal
with increased volumes of data. By analysing the enriched data and using NLP techniques on any textual
content, combination of mining techniques consolidates multiple SM messages into an information-rich
event. However, all together we need a seemly methodology to model any event information.

5.5. Data Quality Issues

Data quality is one of strongest barriers when using citizen-generated content through social media in
emergency management. Indeed, issues of reliability, quantification of performance, deception, focus of
attention, and effective translation of reported observations/inferences arise when emergency managers
start engaging their organisational mechanisms to respond to the disaster. Thus, with the empowerment
of the general public and the abundance of information on SM, fostering data quality (DQ) is central
for decision makers to achieve an effective and efficient outcome in the emergency response (Jensen
2012). A challenging issue in this domain is to determine how to generate, score, update and represent
data and information quality cues to support operators to reason under uncertainties and improve their
understanding about an ongoing situation.

Our approach follows the general quality literature by viewing quality as the capability to ‘meet or
exceed users’ requirements. Common examples of DQ dimensions are accuracy, completeness, consis-
tency, timeliness, interpretability, and availability. Over the last decade, many studies have confirmed

Table 3. DQ diamensions

Intrinsic Contextual Representational Accessibility
dimensions Dimensions Dimensions Dimensions
Believability Value-added Interpretability Accessibility
Accuracy Relevance Ease of Access security
Objectivity Completeness understanding
Reputation Timeliness Representational
Appropriate amount Consistency
of data Concise
representation
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that DQ is a multi-dimensional concept and its evaluation should consider different aspects. Despite the
multidimensional nature of DQ, it is nevertheless a single phenomenon. DQ dimensions are inherently
dependent on each other. For example, to get more accurate information, more time might be required.
Accessibility and security are also dependent on each other.

In our research, we are analysing prominent frameworks and develop a DQ assessment technique
and reconciliation concept for emergency information. This allows us to assign numerical or categorical
values to DQ criteria for information and then subsequently select and prioritise information accordingly
to the specific emergency situation. The assessment of the quality of the content in social media adds
a significant layer of complexity over traditional DQ assessment frameworks. Challenges arise in tim-
ing issues and evaluating the trustworthiness, completeness and accuracy of the quality of content that
has been created by users from different backgrounds, in different situations and for different domains.

5.6. Data Visualization for Emergency Decision Support

There are several kinds of visualization techniques® for complex — or even SM datasets: simple lists,
spatial and temporal representations or charts and graph-based visualizations. The high-level visualization
applies very restrictive filters to keep the amount of data as small as possible. The low-level visualization
provides a more detailed view on the data.

In our ongoing research project we are tackling aforesaid concerns, with the help of the proposed
IT-system the connection between citizens and emergency Services will be enhanced.

6. CONCLUSION

In this paper we have outlined an outlook of processing and analysing big data streams before, during,
and after emergencies. Tools that can be used by many emergency services will have significant broad
impact in helping citizens as well as many emergency services and government agencies. Big data is a
great global opportunity for emergency management. Big data has already demonstrated its usefulness
for both dedicated sensor networks (e.g., earthquake detection during the earthquake) and multi-purpose
sensor networks (e.g., social media such as Twitter). However, significant research challenges remain,
particularly in the areas of Variety of data sources and Veracity of data content. We have also described
our efforts in developing emergency management tool that uses social media to support the management
of large scale emergencies. It includes the construction of a big online store of data which will be continu-
ously mined to provide emergency information and alerts. Thus, as we keep confronting emergencies,
which have become more common during the last few years, emergency service providers can be more
efficient in dissemination of warning messages or/and alerts, better manage citizen’s sentiment triggered
by the disaster, earn trust of citizens, and enhance authorities and citizen cooperation during emergencies.
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KEY TERMS AND DEFINITIONS

Analytics: Using software-based algorithms and statistics to derive meaning from data.

Big Data: Big data refers to the new technologies and applications introduced to handle increasing
Volumes of social data while enhancing data utilization capabilities such as Variety, Velocity, Variability,
Veracity, and Value.

Emergency Management: The term “emergency management” is used to encompass all of the
activities carried out by the federal state and local agencies that are referred to as EMS. These activities
have the primary goal of managing hazards, risks, and emergencies of all types.

Data Analytics: The application of software to derive information or meaning from data. The end
result might be a report, an indication of status, or an action taken automatically based on the informa-
tion received.

Scalability: The ability of a system or process to maintain acceptable performance levels as workload
or scope increases.

Semi-Structured Data: Data that is not structured by a formal data model, but provides other means
of describing the data and hierarchies.

Structured Data: Data that is organized by a predetermined structure.
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